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AHOTAIISA

bexun €.B. Po3pobka anroputmy po3mizHaBaHHS TEKCTY Ha OCHOBI pyXiB PYKH.
CrenianpHicth 122 «Komm’toTepHi Hayku», OcBiTHA mporpama «Kowmm oTepHi Ha-
yKu». JloHenbkuii HallloHaIbHUHN yHIBepcuTeT iMeHi Bacunsa Cryca, Binauis, 2025.

VY kBamidikaiiHii pobOTi JOCIIHKEHO Cy4acHI METOIH 1eHTH(IKALIT TEKCTY
3a pyXaMu PyKH 3 BUKOPUCTAaHHSIM TEXHOJOT1H KOMI IOTEPHOTO 30pY Ta MIMOUHHOTO
HaB4aHHs. Po3po0ieno anropurm Ha 6a3i Python, OpenCV ta TensorFlow, o 3a6e3-
nevye po3Mi3HaBaHHS CUMBOJIB y peadbHOMY yaci. Cuctema IHTerpy€e MOAyJIl BiJicTe-
JKEHHSI PyXY, MOINepeIHb0i 00pOoOKH 300pakeHb Ta Kiaacudikarlii 3a TOOMOT 00 3TOPT-
KOBUX HEUPOHHUX MEPEK.

KirouoBi cioBa: po3mizHaBaHHS KECTIB, KOMIT IOTEPHUM 31p, HEHPOHHI MEPEXKI,
OpenCV, TensorFlow.

67 ct. 27 puc., 2 Tabn., 5 mox., 18 mxepen.

ABSTRACT

Bezhyn Y. Development of a Hand Motion-Based Text Recognition
Algorithm. Specialty 122 «Computer Science», educational program «Computer
Science». Vasyl Stus Donetsk National University, Vinnytsia, 2024.

The thesis explores modern methods of text identification through hand
movements using computer vision and deep learning technologies. A Python-based
algorithm utilizing OpenCV and TensorFlow is developed for real-time character
recognition. The system integrates motion tracking, image preprocessing, and
convolutional neural networks for classification.

Keywords: gesture recognition, computer vision, neural networks, OpenCV,
TensorFlow.
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BCTVII

VY cyuyacHOMy CBITI, Jie IHTEPaKTHBHI TEXHOJIOT1i BCE IJIMOIIE 1HTEIPYIOTHCS B
MOBCSAKJICHHE XUTTS, BOXKJIMBUM HAIMPSMOM € PO3po0Ka CHUCTEM, siKi 3a0e3MedyroTh
IPUPOAHY Ta IHTYITUBHO 3pO3YyMLUTY B3a€MO/I1I0 MIXK JIFOJJMHOIO Ta KOMIT toTepoM. O
HUM 13 IIEPCIIEKTUBHUX HAMPSIMIB € 1ICHTU(DIKALIIS TEKCTY 3a pyXaMHu PYKH, sIKa J03BO-
JIsie KOPUCTYyBadaM BBOJUTH TEKCT O€3 BUKOPUCTAHHS KJIaBiaTypu ab0 CEHCOPHOTO €K-
pany. Llg TexHOJOTIA Ma€e MIMPOKE 3aCTOCYBAaHHS B iHTepdencax s el 3 ooMe-
KEHUMH MOKIMBOCTAMHU, IHAYCTPIi 10AaTKOBOI peanbHOCTI (AR/VR), ocBiTHIX cucte-
Max, a TAKOX Y METUYHUX 1 TPOMUCIIOBUX CEPEIOBUIIIAX, 1€ (DI3UUHUI KOHTAKT 13 MPU-
CTPOSIMU € HEOKAHUM.

OpHak ICHYIOUl METOJIM PO3MI3HABAHHSI KECTIB CTUKAIOTHCS 3 KUIbKOMAa BUKJIH-
kamu. [lo-miepiie, TOYHICTh CUCTEM 3aJICKHUTh B1JI 3MI1H OCBITIICHHS, (JOHY Ta 1HUBI Y-
aIbHUX OCOOJMBOCTEN MoYepKy KopuctyBaya. [lo-npyre, Tpaauuiiiai anroputMu (Ha-
MPUKIIAJl, MOporoBa cermeHTaist abo BuspieHHs o3Hak (HOG/SIFT)) maioTe oOMme-
*KeHy e(heKTUBHICTh Y TUHAMIYHUX yMOBaX. ¥ IIbOMY KOHTEKCTI MTMOWHHE HaBYaHHS
(CNN, LSTM) npomnonye 011bI1I aAaNTUBHI PIILIEHHS, aJIe BUMArae 3Ha4YHUX 004U CITIO-
BaJIbHUX pecypciB. ToMy akTyalbHUM € CTBOPEHHS T1IOpUIHUX MOJEIEH, K1 MOEIHY-
I0Th KJIACHYHI METOAN 00pOOKH 300pakeHb 13 JJOCSITHEHHSIMH IIITYYHOTO 1HTEJICKTY.

MeTtoro naHoi poOOTH € aHajl3 ICHYIUYUX METO/AIB 1eHTU(IKALlT TEKCTY 3a py-
XaMU pyKd, BU3HAUCHHS iX MepeBar Ta HeJ0JIIKIB, a TAKOK pO3po0OKa allrOpUTMY, IKUH
peanizye e pyHkuionan. /[ 1ocirHeHHs METH BUPIITYBaJIMCS TaKi 3a1a4i:

1. JlochmimxeHHs CydyacHHX MIXOAIB JI0 PO3Mi3HaBAHHS KECTIB, BKIIOUYAIOYU Me-

TOJM TTTMOMHHOTO HaBYAHHSI.

2. Amnaini3 epeKTUBHOCTI AJITOPUTMIB Y PI3HUX YMOBax (OCBITJIEHHS, ITyMH, Bapia-

THUBHICTb JKECTIB).

3. Po3pobka MOIyNbHOI apXiTEKTypu MPOTpaMHOro 3a0e3MeyeHHs Ha OCHOBI

Python, OpenCV ta MediaPipe.

4. TecryBanns cuctemu Ha 6a3i qanux EMNIST muist orinku 11 TOYHOCTI Ta MIBU/-

KOCTI.



Po6oTa cTpykTypoBaHa HaCTyITHUM YMHOM: Y MEPIIOMY PO3/LIl HAJAHO OTJIST
METO/IIB PO3Mi3HaBaHHS JKECTIB, Y APYroMy — OINKCAHO BUOIp IHCTPYMEHTIB JIJis pea-
Ji3alii, y TpeTboMy — JE€Talli30BaHO apXITEKTypy Ta eKCliepuMeHTH. BUCHOBKH Mic-
TATh PEKOMEHAIIIT 00 TOIATBIIIOTO BAOCKOHAICHHS CHCTEMH.

OTpuMaHi pe3yJapTaTH JIEMOHCTPYIOTh, 10 TIOPUIHI MIAXOAHU, SKI MOEAHYIOTh
KJIACUYHI aJTOPUTMU 3 TITUOMHHUM HABYAHHSM, € TIEPCHIECKTUBHUMH JIsI CTBOPCHHSI
aJanTUBHUX cUCTeM ieHTrdikarii Tekcty. [le BimkprBae HOB1 MOXKJIMBOCTI IS PO3-

BUTKY O€3KOHTAKTHHX 1HTEP(EICiB y pI3HOMAHITHUX cepax MisIbHOCTI.



PO3ILJT 1. OTJISIZT TA AHAJII3 METOIB IIEHTU®IKALIIL TEKCTY 3A
PYXAMMU PYKH

1.1 AKTyanbpHICTh TEMH, META Ta 33aJa4l JOCI1IKEHHS

VY cyyacHOMY CBITI CIIOCTEPITAETHCSA CTPIMKHM PO3BUTOK TEXHOJIOT1H po3ITi3Ha-
BaHHS JKECTIB Ta PyXiB PYK, 1110 3HAXOJISATh 3aCTOCYBaHHS B PI3HUX cepax, BKIOYa-
104 OloMeTpuuHy aBTeHTH(IKaIli0, Oioun(poBi3alliio Ta aNbTepHATUBHI METO/IU BBE-
neHHs: gaHux. OcoOJuBUM 1HTEpeC BUKIMKAIOThL CHUCTEMHM, 3JIaTHI 1IeHTH(IKYBaTH
TEKCT Ha OCHOBI pyXiB PYKH, OCKIJIbKA BOHU BIAKPUBAIOTh HOBI MOXJIMBOCTI JIJIsl O€3-
KOHTaKTHOTO BBEJICHHS 1H(OpMAIIii Ta MiABUIIIEHHS 3pyYHOCTI KOPUCTYBAYiB.

AKTYyaJIbHICTH TeMHU 00yMOBJIEHA TTOTPEOOIO B pO3p0OIIl IHHOBALIIMHUX METO-
JIIB BBEJICHHS TEKCTOBOI 1H(OpMaliii, siki O 3a0e3rneuyBajid NMPUPOJAHY Ta IHTYITUBHO
3pO3yMiTy B3a€MOJII0 KOPUCTYBaya 3 KOMITIOTEPHUMH CUCTeMaMu. TpaauiiiiiHi me-
TOAM BBEJEHHS, TaKl K KJIaBIaTypH Ta CEHCOPHI €KpaHU, MalOTh NEBHI OOMEXEHHS,
0COOJIMBO B YMOBAaX, KOJIM (PI3UYHUN KOHTAKT HeOakaHUi ab0 HeMOXIuBui. TexHo-
JIOT1i pO3Mi3HABAHHS PYX1B PYKH JI03BOJISIIOTH BUPIIIUTH 111 TPOOIEMH, 3a0€3MeUyI0UH
OE€3KOHTaKTHE BBEJEHHS TEKCTY Ta PO3LIMPIOIOYN MOMKIUBOCTI KOPUCTYBAYIB.

MeTta JocaizkeHHs IoJsIrae B aHami31 ICHYIOUYHX METO/IB 1IeHTH(IKAIlT TeK-
CTY 3a pyXaMHu pyKH, BU3HAUEHHI 1X IIepeBar Ta HeJ0J11K1B, @ TAKOK BUSBJICHH1 HAIPSIM-
KiB JUIsl TOJQIBIINUX JOCTIKEHb Ta BIOCKOHAJICHHS TEXHOJIOT1H y 1i# rany3i.

JInst moCsATHEHHSI IMOCTaBJICHOI METH HEOOX1THO BUPIIIMTH Taki 3aaaui A0CTia-
JKEHHSI:

1. IlpoanamizyBaTu CydacHi METOIW DPO3MI3HABaHHS PYXiB PYKH Ta iX 3aCTOCY-

BaHHS IS 17IeHTU(IKAIIIT TEKCTY.

2. OuiHuTH e(eKTUBHICTh PI3HUX MIJIXOJIB J0 PO3Mi3HABAHHS TEKCTY Ha OCHOBI

PYXIB PyKH, BKJIFOUAIOYH BUKOPUCTAHHSI HEHPOHHUX MEPEXK Ta 1HITUX aJITOPUT-

MiB MAIIMHHOT'O HaBYaHHS.

3. Bu3HauuTH OCHOBHI BUKJIMKU Ta OOMEXEHHS ICHYIOUMX METO/IIB, a TAKOK MOXK-

JINBI IUIAXH 1X ITOJOJIaHHSA.



4. Po3IIISIHYTH NEPCIIEKTUBU PO3BUTKY Ta BIIPOBAXKEHHSI TEXHOJIOT1H 11eHTH(iKa-

11 TEKCTY 3a pyXaMu PyKH B pi3HUX cdepax MisIbHOCTI.

1.2 JlocmikeHHs MpeIMETHOT 00J1acTl Ta 1CTOPili PO3BUTKY TEXHOJIOT1M PO3ITi-

3HABAHHSA XKECTIB

1.2.1 ocmixeHHs MpeAMETHO1T 001acTi pO3Mi3HABAHHS KECTIB

Po3mni3HaBaHHS )KECTIB € KJIIFOUOBUM HAIPSIMOM y PO3BUTKY IHTEPAKTUBHUX CH-
CTEM, IO 3a0€3MeUyIOTh IPUPOJHY Ta IHTYITHBHO 3pO3yMIIY B3a€EMOJIII0 MIXK JIFOAU-

HOIO Ta KoMIT'totepoM, [16] sk 1e 300paxkeno Ha puc.1.1.
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Pucynoxk 1.1 — Cxema po3ni3HaBaHHS KECTIB



151 TEXHOJIOT1sI BAKOPUCTOBYETHCS B 6araTbox cepax, BKIHOUAOUU:

o Inrepdeiicu aas aiogell 3 o0Me:KeHUMHU MOKJIMBOCTAMHU. Po3mi3Ha-
BaHHS KECTIB JOMOMAarae MOKPAIIUTH KOMYHIKaLio A ocid 3 BajgaMu
CIIyXy Ta MOBJIEHHS, 3a0€3MeUyl0ul MEePETBOPEHHS KECTOBOI MOBH Ha
TekcT abo aymio [1].

e IHTepakTHBHI mNpe3eHTalii Ta MyJbTHUMeAilHIi cucreMu:. Bukopuc-
TaHHS JKECTIB ISl KEPYBaHHsI IPE3CHTALISIMA Ta MYJIbTUMEAIMHUMH Ma-
TepiajiaMy pOOUTh B3a€MOIit0 OLIBII JUHAMIYHOIO Ta 3aXOILTIOI0YO0I0 [2].

o PoOoroTexHika Ta apTomMaTu3alis: Po3ni3HaBaHHS KECTIB BUKOPUCTO-
BYETHCS JIJIs1 AUCTAHIIIITHOTO KEPYBAHHS poOOTaMU Ta IHILIMMHA aBTOMaTH-

30BaHMMH CUCTEMAaMH, 110 MABUIIY€E €()EKTUBHICTh Ta OE3MEKy omnepariii

[3].

1.2.2 IcTopist pO3BUTKY TEXHOJIOT1H pO3Mi3HABAHHS JKECTIB

P03BUTOK TEXHOJOTH pO3Mi3HABAHHS YKECTIB IPOMIIOB K1JIbKA €TaITIB:

o Tlouarkogi gociimxkenns (1970-1980-ti pokmn): [epmri cipobu po3iri-
3HABaHHS JKECTIB OyJIM IOB'sI3aH1 3 BUKOPUCTAHHSAM CIEl1aIbHUX JaT4H-
KiB T2 OOMEXEHUX KOMII'FOTEPHUX MOKIUBOCTEH. OCHOBHA yBara npusi-
Js1acs PO3IMI3HABAHHIO OKPEMUX JKECTIB Y KOHTPOJIbOBAHUX YMOBAX.

e Po3BUTOK KOMII'IOTEPHOr0 30py Ta MamMHHOTO HaByaHHs (1990-
2000-ni pokn): 3aBasku porpecy B 00poOI1i 300pakeHb Ta PO3BUTKY aJl-
TOPUTMIB MAITMHHOTO HaBYaHHS, 3'SIBUJIMCS CHCTEMH, 3JIaTHI PO3ITi3Ha-
BaTH OUIBII CKJIaJHI )KECTH B peajbHOMY 4Yacl.

e Cyuacni nocsirienss (2010-ti pokwu - cboroaenHsi): [arerpaiis rimoo-
KOr0 HaBYaHHS Ta HEMPOHHHUX MEPEXK JA03BOJIMIA JOCIATTH BHCOKOI TOY-
HOCTI Ta IIBHJKOCTI po3mi3HaBaHHA kecTiB. CydyacHi CHCTeMH 3AaTHi
MpaloBaTd B JMHAMIYHUX YMOBaxX 3 MiHIMaJbHUMM BUMOTAaMHU IO aria-

patHoro 3abe3mneueHns [4].



1.3 Ornsg cydacHUX aJICOPUTMIB 1 METO/IIB PO3II3HABAHHS PYX1B PYKH

CyJacHi TeXHOJIOTI1 pO3Mi3HABaHHS PYXIB PYKU 0a3ylOThCS Ha KOMIUIEKCHUX
M1X0/1aX, 10 IHTErPYIOTh METOAU KOMIT IOTEPHOTO 30py, MAIIMHHOTO Ta TTMOUHHOTO
HaBYaHHS. Y [[bOMY PO3/IiUTI PO3TIISIIAI0THCS OCHOBHI aITOPUTMH Ta METOJIH, SIKI BUKO-
PUCTOBYIOTBCS JIJISl aHAJI3Y Ta Kiacugikallii )KeCTiB, a TAKOX OOTOBOPIOIOTHCS iX Tie-
peBaru, HeIOMIKH Ta crieupivH1 BUKIUKY.

Ha mouaTkoBUX eTamax pO3BUTKY TEXHOJIOTIH PO3Mi3HABAHHS YKECTIB IIUPOKO
BUKOPHCTOBYBAIHUCS METO/IM 00pOOKHM 300pakeHb, siki Oa3yBalvcs Ha BUJIIJICHHI Xa-
pakTepHux o3Hak (feature extraction). /o Takux METO/IiB HAJICKaTh:

« Histogram of Oriented Gradients (HOG), 300paxenwuii Ha puc.1.2
« Scale-Invariant Feature Transform (SIFT), 300paxenuii Ha puc.1.3

« Speeded Up Robust Features (SURF) 306paxenuii Ha puc.1.4
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Pucynok 1.2 — Cxema HOG
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i anropuT™Mu A03BOJSIOTh €(PEKTUBHO BUILISATH CTPYKTYPHI OCOOJIMBOCTI 30-
OpakeHb PYK, IO € BAKIMBUM JIJIs TIOabioi kinacudikaiii xectis [5]. [Ipore ix 3a-
CTOCYBaHHS 0OMEKy€eTbCS HEOOX1THICTIO MOMEPEIHBOI MATOTOBKH JaHUX Ta 4acTo 3a-

JISKUTH BIJ] YMOB OCBITIIEHHS 1 (DOHY.



J1J1s i ABUIIIEHHST TOYHOCTI PO3ITi3HABAHHSI )KECTIB Y CHCTEMaXx MOYajy 3aCTOCO-
BYBAaTH KJIACHYHI aITOPUTMH MAITUHHOTO HAaBYaHHS, TaKi sK:

« Metoa onopHux BekTopiB (Support Vector Machines, SVM),
o Kk-ommxkumx cycigiB (K-Nearest Neighbors, k-NN),
o JlepeBa NpUHMHATTS pPillIeHb.

i anropuT™M# 4acTO BUKOPUCTOBYIOTHCS AJIS Kiacu(ikalii >KeCTUKYIALIHHAX
JaHUX, OTPUMAHUX ITiCIIs TIOTIEPEIHBOTO BUIUICHHS O3HAK 3a JIOTIOMOTOIO OMUCaHUX
BUIlle MeTOMIB. [loeqHaHHS TpaAWIIITHOTO BUIIJICHHS O3HAK 13 CyYaCHUMH aJTOPUT-
MaMH Kiacudikallii 103BOJISIE TOCATTH 3a/I0BUTBHOI TOYHOCTI MPH PO3ITi3HABaHHI B KO-
HTPOJILOBAHUX yMOBax [6].

3a ocTaHHE ACCATUIIITTS 3HAYHUUN Tporpec 0yJIO JOCATHYTO 3aBASKHA 3aCTOCY-
BaHHIO TTIMOMHHUX HEMPOHHUX MEPEXK, 30KpeMa:

« Convolutional Neural Networks (CNN), siki aBTOMaTU4YHO BUAUISIOTH pelie-

BaHTHI O3HAKH 3 300pakeHb PyK, CXema sIKoi 300pakeHa Ha puc.l.5

« Recurrent Neural Networks (RNN) Ta ix moaudikanii, 30kpema Long Short-

Term Memory (LSTM), cxema skoi 300pakeHa Ha puc.l.6, mo eheKTHBHO

MPAITIOIOTh 3 YACOBUMH PAJIaMU JAHUX JIJISl aHAII3Y MOCIITOBHOCTEH PyXiB.
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Pucynok 1.6 — Cxema LSTM

IaTerpoBani apxitektypu, Hanpukiag, CNN-LSTM, 103Bossit0Th HE JiHIie Kia-
cu(iKyBaTH OKpEMI KaJpH, a il BpaxOBYBaTH JUHAMIKY 3MiHH MOJIOXKEHHS PYKH Y MPO-
cTOpl, 110 3a0e3mnedye OIbII TOYHE PO3IMI3HABAHHS CKIIAJHUX KECTIB Y peaTbHOMY
vaci [7].

3 nosIBOIO TIIMOWHHKUX CEHCOpiB (Hampukiaa, kamepu Kinect) 3’sBumacs Mox-
JIMBICTh BUKOPUCTOBYBATH SIK KOJIbOPOBY iH(popmariito (RGB), Tak 1 qaHi mpo rimouny
(Depth), mo cyrreBo mokpaiirye sKicTh po3mizHaBaHHsA. O0’€HAHHSA JaHUX 3 JIBOX
JOKEpeTT TI03BOJISIE CUCTEMaM PO3ITi3HABATH KECTH HABITh y CKIAJHUX YMOBAaX HABKO-
JUITHBOTO CEPEIOBUINA, 3a0€3MeUyroUr OUIbINY CTIMKICTh J0 3MIH OCBITJICHHS Ta
dony [8].

[Tonpu 3Ha4YH1 TOCATHEHHS, Cy4acH1 alTOPUTMH PO3MI3HABaHHS PyXiB PYKH CTH-
KalOThCS 3 PAJIOM BHUKJIHKIB:

« BapiatuBHicTb kecTiB. Pi3HOMaHITHICTh MaHEp BUKOHAHHS JKECTIB PI3HUMHU

KOPUCTYBa4YaMH YCKJIQJTHIOE CTBOPEHHS YHIBEPCAITBHUX MOJICIICH.

e YMOBHU cepeoBHMINA. 3MIHU B OCBITJIEHHI, (POHOBHUX 300paKEHHAX Ta YaCTKOBE

34aTCMHCHHA MOKYTb CYTTE€BO BIIVIMBATH Ha TOYHICTh pOSHi3HaBaHH$I.



o OO0MexkeHiCTL HABYAJIBHUX JAHUX. J[J1s1 HaBUaHHS IIIMOOKHMX MOJIENIEN HEoO0-
X17H1 BEJIUK1 00’ €MH aHOTOBaHUX JaHUX, 1110 HE 3aBXKIU JOCTYIIHI.
[TopiBHsITbHUY aHAI3 Cy4acHHMX MiAXOMAIB CBIAYUTH MPO T€, IO TiOpUIHI MO-

TIeIi, K1 MMOETHYIOTh KIIACHYHI aJITOPUTMH 3 METOIaMH TJIMOMHHOTO HABYAHHS, MAIOTh
MOTEHITIAN JIJIsl JOCSTHEHHSI MaKCHUMAaJIbHOI TOYHOCTI Ta aJanTHUBHOCTI B peajbHUX

ymoBax [9].

1.411opiBHATBHUM aHATI3 ICHYIOUMX M1IX0/1IB Ta TEXHOJIOT1i PO3Mi3HABaHHS

TEKCTY

B cyyacHHX MOCHIKEHHSX, PO3Mi3HABAHHS TEKCTY OTPUMAJ0 3HAYHHUNA PO3BU-
TOK 3aBJISIKM 3aCTOCYBAHHIO SIK KJIACUYHUX METOIB OOPOOKH 300pakeHb, TaK 1 IHHO-
BallI{HUX aJITOPUTMIB TTTMOMHHOTO HABYAHHSA. AHAJII3 JTITEPATYPU CBITIUTH IIPO TE, 110
TpaJuIlliiHI METOAH, 0 0a3yl0ThCs HA MOPOTOBIM cerMeHTailii, (GuUIbTpaIlii Ta BUII-
JICHH]1 XapaKTEpPHUX O3HAK, 3a0€3MeUyI0Th CTa0UIbHI PEe3yJIbTaTh Y KOHTPOJIbOBAHUX
yMOBaX, IPOTe iX €(hEeKTUBHICTh 3HWKYETHCS MPHU 3MIHI YMOB OCBITIIEHHS a00 QOHO-
Boro mymy [ 10].

CyyacHi TeXHOJIOT'11 pO3Mi3HABAHHS TEKCTY, SIKI BUKOPUCTOBYIOTh HEHPOHH1 Me-
pexi, 30kpema Convolutional Neural Networks (CNN) ta Recurrent Neural Networks
(RNN), neMOHCTpYIOTh BUCOKY TOYHICTH 3aBISIKW 3JaTHOCTI aBTOMATUYHOI'O BUJII-
JICHHSI pEJIEBAaHTHUX O3HAK 13 300paxkeHb. Takuil miaxij 103BOJISE 3MEHIITUTH 3aJICXK-
HICTb BiJ MONEpeHb01 00POOKHU JaHUX, 110 € BaXKJIMBOIO [IEPEBAro0 B YMOBAX JUHA-
MigHOTO cepemoBuima [11].

Jlo Toro X, ICHYyIOTh FOPHUIHI CUCTEMHU, 1110 MOEJAHYIOTh KJIACUYHI aITOPUTMH 3
METOJIJaMU MAIIMHHOTO Ta TJIMOWHHOTO HaBYaHHS, JO3BOJISIOUN aaNTyBaTH alrOPUT-
MU 10 cerupIYHUX YMOB eKCIUTyarailii. Taki cucTeMHu ONMTHMI3YIOTh MTPOIIEC PO3IIi-
3HABaHHS TEKCTY IIJITXOM KOMOIHAIII1 MONepeIHbOi 00poOKU 300paxeHb 13 Cy4aCHUMHU
METOaMH aHami3y aanux [12].

Oco0nuBy yBary mpuAUISIOTh TEXHOJOTISIM PO3Mi3HABAHHS TEKCTY 3a JOMOMO-

roto ectiB pyk. CydacHi IHTEpaKTUBHI CUCTEMH, IO 1HTErPyIOTh 0OPOOKY Bileo Ta



aHai3 IMHAMIYHHUX MOCIIJJOBHOCTEH, 3/1aTHI BPaXOBYBAaTU KOHTEKCT KECTOBOI'O BBe-
JICHHsI, 1110 JIO3BOJISIE MBUIIUTHA 3PYYHICTh Ta 1HTYITHBHICTH user interface, xoua i
MOJK€ JIeTo MmocTynarucs 3a TouHicTio kiacuaanM OCR-cuctemam [13].

Takox yucaeHHI JOCTiHKeHHs, omyOJIikoBaH1 B IHTEpHET1, pO3IIUPIOIOTH HAIIIe
po3yMiHHA JaHoi npoOiematuku. CydacHi CTaTTi Ta OTJISIAN, PO3MIILIEHI HA TaKUX pe-
cypcax, sik arXiv, [IEEE Xplore Ta SpringerLink, 7eMmoHCTpyIOTh TEHICHIIIT PO3BUTKY
TEXHOJIOT1M pO3Mi3HABAHHS TEKCTY 3 BUKOPUCTAHHSIM ITMOUMHHUX HEUPOHHUX MEPEK,
10 JO3BOJISIFOTH JOCATATH BUCOKOI TOYHOCTI HABITh Y CKJIATHUX YMOBAaX €KCILTyaTaIlii
[14]. Cy4acHl TOCIDKEHHS TaKOK MPOIOHYIOTh HOBI IMIXOAU 0 1HTErparlii Kiacud-
HUX METO/IIB 3 IHHOBALIMHUMH aJIrOpPUTMaMHU, IO BIAKPUBAE MEPCIIEKTUBH JJIsI CTBO-
pEeHHs OB aJalITUBHKX 1 €(DEKTUBHUX CUCTEM PO3Ii3HABaHHS TeKCTy [15].

[TopiBHSIBHUMN aHAIII3 ICHYIOUUX MIAXO/1B CBIAYUTH PO TE, 110 BUOIP TEXHOJIO-
Tii 3aJIeKUTh BIJ] KOHKPETHUX BUMOT JI0 CHCTEMHU: B YMOBAaX CTa0LILHOTO CEPEIOBHIIA
JOIIJILHO 3aCTOCOBYBATH TPAIUIIIIHI METOIM, TO/I1 SIK JJIsl TUHAMIYHUX Ta IHTEPAKTUB-
HUX CHCTEM IepeBary HaJlaloTh METOJIaM Ha 0a3i MMOWHHOTO HaBYAHHA Ta IHTErpailii

JKECTOBUX TEXHOJIOTIHA.



PO31JI 2. BUBIP I[TIPOT'PAMHOI'O 3ABE3IIEYEHHA TA IHCTPYMEHTIB
JUIS PO3POBKHA AJITOPUTMY

2.1 AHaJti3 MOB MPOrpaMyBaHHS Ta IHCTPYMEHTIB PO3POOKHU JIJIsl aITOPUTMIY-

HUX PIIICHb

OCHOBHMMHU KPUTEPIIMH MPH BUOOPI MOBH MPOTPAMYBaHHS € MIBUIKICTH PO3-
poOKu, miaTpuMKa 6106J110TeK i1 00pOOKH 300payKeHb 1 BicO, a TAKOK MOKJIMBICTh
1HTerpanii 3 cy4acHUMU (pperMBOpPKaMU ISl MAalTMHHOTO HaB4YaHHA. HailOinpin Baa-
JI0I0 B IbOMY KOHTEKCTI €:

o Python:

o Ilupoxa exocuctema 610110TEK, Takux sk OpenCV miis 06poOku 300pa-
*eHb 1 BiJ1eo, MediaPipe s BusiBiieHHs Ta aHauizy skectiB, TensorFlow
a6o PyTorch nis peanizarnii HEHPOHHUX MEPEXK.

o IlpocToTa CMHTAaKCHCY 1 BEJIMKA CHUIBHOTA JO3BOJISIFOTH IUIBUIKO 3HAXO-
JUTHU TIPUKIIAIN BUKOPUCTAHHS, PIIICHHS ISl HAJIaropKeHHs Ta ONTHMI-
3allii.

o IlimTpuMmKa amapaTHOTO MpUCKOpeHHs (Hanpukiai, 3a qormoMoroo GPU)
CIIpUsi€ peati3allii arOpUTMIB PEIbHOTO Hacy.

IHcTpyMeHTH pO3po0KH Ta cepeaoBHIIA

Oxpim BUOOPY MOBH, BOKIMBUMU € 3aCO0H JIJIsi PO3POOKU Ta TECTyBaHHS:

o OpenCV: 3abe3neuye BUCOKOE(PEKTUBHI MeTOAH 0OpOOKH 300pakeHb, (Hulb-

Tpaii, Tpancdopmarrii KaapiB 1 peaizallii aJlrOpUTMIB BUSABJICHHS 00'€KTIB.

[Tpuknaa podotu 300pakeHo Ha puc.2.1



Pucynox 2.1 — Ilpuxnan po6otu OpenCV

o MediaPipe: [Ipomonye rotoBi pimeHHs Ui TPEKIHTY PYK, IO JT03BOJSIOTH
OTpUMAaTH KOOPAMHATHU KIIFOUOBUX TOUOK PYKH 3 BUCOKOIO TOUHICTIO. [Ipukiman

po6oTH 300paxkeHo Ha puc.2.2

Pucynok 2.2 — Ilpuknan po6otu MediaPipe



o TensorFlow/PyTorch: 3a0e3neuyoTh IHCTpYyMEHTH 151 TOOY/I0BU, HABYAHHS
Ta BIPOBAKEHHSI HEHPOHHUX MEPEXK, 1110 KIAaCU(PIKYyIOTh MOCTIJOBHOCTI pyXiB

y KOHKPETHI CUMBOJIU 4H cioBa. [Ipukman Moaeni HelipoMepeski HanmucaHii Ha

TensorFlow 300paxeHno Ha puc.2.3

Input layer 1st hidden layer 2nd hidden layer Output layer
28x28=784 pixels 300 neurons 100 neurons 10 digits

Pucynok 2.3 — [Ipuknan po6otu TensorFlow

« Flask/Django (3a meoOximnHocti): CtBOproe BeO-iHTepdeiic abo API, gepes
SKUU MOKHA IHTETPYBATH CUCTEMY pO3Mi3HABaHHS B OUIbII1 TPOeKTH. [Ipukian

iHTepdeiicy, sikuii Hanucano Ha Flask, 300paxkeno Ha puc.2.4

FlaskBlog About

Welcome to FlaskBlog

First Post

Second Post

Pucynok 2.4 — Ilpuknan po6otu Flask



IHopiBHAJBLHMH aHAJI3
Posrnsgaroun ansTepHATHBH, MOKHA 3a3HAYUTH, II10:

o C++ Moxe OyTH BUKOPUCTAHO I MiABUIIECHHSA MPOAYKTUBHOCTI HA €Tarl iH-
dbepeHncy (mpojakiieHy), npote po3podka B Python 3HauHO crporrye iHTErpa-
11if0 010TI0TEK 1 AITOPUTMIB.

« JavaScript (uepe3 TensorFlow.js) Moxe BUKOpHUCTOBYBaTHUCS 7Sl BEO-OP1€HTO-
BaHMX 3aCTOCYHKIB, aJie 0OMEKEHHs Opay3epa MOXKyTh OyTH MPoOJIeMaTHIHUMU
TUTSE 337129 0OpOOKH BiJIEO Y peanbHOMY Yaci.

Taxum unHOM, Python oOpaHo sik OCHOBHY MOBY 3aBJISIKH ii 3pYyYHOCTI, IIUPOKIi

MITPUMII IHCTPYMEHTIB 1 MOKJIMBOCTSIM TSI IIBUJIKOTO MPOTOTUITYBAHHS.

2.2 Oruisit METO/I1B OTPUMAHHS BIZICOJIAHUX JIUISL @aHATII3Y PYXiB PYKHU

OcHOBHI TxepeJsia BiieoJaHUX
JIns oTpuMaHHS SKICHUX BiJCOJIaHMX, HEOOX1THUX JJISI aHAJII3y KECTIB 1 PYXIB
PYKH, MOKYTb 3aCTOCOBYBATHUCS PI3HI METOIU:
1. Be0-kamepa:

o Ha#nmomyisipHiui 1 TOCTYITHUIM METOI, 110 T03BOJIsSI€E OTPUMYBATH MOTIK
BIJIEO B PEAIbBHOMY 4acCi.

o CyuacHi BeO-kamepu 3a0e3MeuyoTh JOCTaTHIO PO3/IJIbHY 3/IaTHICTh 1 Ka-
JIPOBY YaCTOTY, HEOOX1H1 JJIsI TOYHOTO PO3ITi3HABAHHS IIBUIKOITMHHUX
pYyXiB.

o Hemonixom Moxe OyTH BIUIMB 3MiH OCBITJICHHS Ta (OHY, TOMY HEOOX11Hi
METOJIU TIONIepeaHBOT 00POOKH 300paKEHb.

[Ipukan Be6 kamep 300paxeHo Ha puc.2.5



Pucynok 2.5 — Beb6 kamepa

2. IlonepeaHbo 3amucaHi Bigeo:
o BUKOPHUCTOBYIOTHCS Il HABYAHHS Ta TECTYBAHHSI aJITOPUTMIB Y KOHTPO-
JHOBAHUX YMOBaX.
o Jlae 3MOry MpOBOAUTH MOBTOPHY BaJlJaIlll0 MOJIENI Ha OJHAKOBUX JIa-
HUX, IO CIIPUSIE ONITUMI3AIIll aJITOPUTMIB.
3. I'nuounni kamepu (Intel RealSense, Kinect):
o 3abe3nevyroTh HE JIMIIE ABOBUMIPHE 300paKeHHs, ajie il JaHl TTTMONHH,
10 JO3BOJISIIOTH TOYHIIIE BU3HAYATH MOJOKEHHS Ta OPIEHTALIIO PYKH.
o [linBHIIYIOTHh TOUYHICTH CErMEHTAIlll pyKH Ha ()OHI Ta JO3BOJISIIOTH BPaxo-
ByBatu 3D-acneKkTu pyxiB, 0 BAXKIIUBO AJI CKJIAJIHUX JKECTIB.

[Ipukiian ramOMHHOT KaMepH 300pakeHo Ha puc.2.6

Pucynok 2.6 — Intel RealSense



AcnekTH 00poOKHM BileoJaHUX
[Ipu poOOTI 3 BiZICOAAHUMH CJIiJT BpaXOBYBaTH TaKl MOMEHTH:

« KaapoBa yacrora Ta 3atpumka: Baxxnuso 3a6e3neuntu 00poOKy BiZIeo 3 Mi-
HIMaJIbHOIO 3aTPUMKOIO JJIS PEAIbHOTO Yacy, 110 KPUTUYHO ISl IHNTEPAKTUBHUX
3aCTOCYHKIB.

o SkicTb 300pakenHs: BruiiBae Ha TOUHICTh BUSBIICHHS KJIIOUOBUX TOYOK. He-
0OX1/THO TIPOBOJIUTH TOIIEPEIHIO 0OPOOKY Il 3MEHIIICHHS IITyMiB Ta KOMIICH-
cartii 3MiH OCBITJICHHSI.

o PozgisibHa 3aaTHicTH: bananc mixk aeTanizaniero 300pa)keHHsT Ta 00YUCITIOBA-
JLHUMU BUTPATaMHU, 10 BU3HAYAE MMPOTYKTUBHICTH CUCTEMHU.

VY naHoMy mpoeKTi AJisi 3a0€31eYeHHs] ONTUMAJIBHOI POOOTH BUKOPUCTOBYETHCS
BeO-Kamepa 3 BUCOKOIO KaJpOBOIO YAaCTOTOIO, IO 103BOJISIE 3a0€3MEUNUTH CTAOUIbHY

poOOTY aITOPUTMY B PEXKUMI PEAILHOTO Yacy.

2.3 [IpoekTyBaHHs apXITEKTYpH MPOrPaMHOI0 3a0€3MEeYSHHS Ta AITOPUTMY

pO3Mi3HaBaHHS

OCHOBHI KOMIIOHEHTH CHCTEMH
ApXITEKTypa MporpamHoro 3adesneyeHHs nodyaoBaHa 3a IPUHIIUIIOM MOAYJIb-
HOCTI, III0 JTO3BOJISIE OKPEMO PO3POOIIATH, TECTYBATH Ta BIIOCKOHATIOBATH KOYKEH KOM-
noHeHT. OCHOBHI MOJTyJIi BKITIOYAIOTh:
1. Moayan 300py Bineoganux (Data Acquisition Module):
o Biamosimae 3a 3axX0IUIeHHS Bico 3 BeO-KaMepH a00 1HIIHUX JKEPE.
o 3abe3neuye Oydepusariiro kKaapiB, CHHXPOHI3alllIO Ta Mepeaavy BiJeomno-
TOKY JI0 HACTYITHUX MO/TYJIiB.
o PeamizoBanwuii 3 Bukopuctanusim OpenCV, 1110 103BOJISIE 3YUTYBATH Ka/I-
PH 3 BUCOKOIO YaCTOTO¥O.
2. Moayas nonepeaaboi 00podku (Preprocessing Module):
o Bukonye monepenHio o0poOKy 300pakeHb: HOpMali3allito, 3MiHY PO3-

Mipy, (piIbTpaIiiO HIyMiB, KOPEKIIIIO KOIBOPY.



(e]

o

3acTOCOBYE METOJM CerMEeHTAallli sl BUAUICHHSI 00JacTl pyKH, HaIlpH-
KJIaJl, BUKOPUCTaHHS aJropuTMiB Ha 0a3i KOJBOPOBOI cermeHTarlii abo
(GhOHOBOTO BiHIMAHHSI.

[linroToBKa JAaHUX IO aHAI3y JO3BOJISE€ MiABUIIUTH TOYHICThH MOJIAJb-

[IMX €TaIiB PO3Ii3HABAHHI.

3. Moayas aerekuii Ta BiacreskeHnsi pyku (Hand Detection & Tracking

Module):

O

3a nomomororo MediaPipe abo cmermiami3oBaHMX aJrOpuUTMIB Ha 0as3i
OpenCV 311licHIOE BU3HAYEHHS KJIIOYOBHUX TOYOK PYKH (CyrioOu, ma-
JIBIII).

3abe3neuye cTablIbHE BIICTE)KEHHS PYKU HABITh MPU MIBUAKUX pPyXax Ta
3MI1HI MO3UIIII.

BuxigHuMu JaHUMH € KOOPIWHATH KIIOYOBHUX TOYOK, IO CTAHOBIATH

CKEJIET PYKH.

4. Moayab ekcrpakiii o3Hak (Feature Extraction Module):

(0]

Ha ocHOBI KOOpAMHAT KJIIOUOBUX TOYOK (POPMYETHCS BEKTOP O3HAK, I110
OTIMCYE€ TOJIOKEHHS Ta JUHAMIKY PYXIB.

Mosxe BKIIFOYATH aHaJli3 YacCOBUX PSIB, HOpMaTi3allilo JaHUX, 3aCTOCY-
BaHHS METOJIB 3MEHILCHHS po3MipHOCcTi (Hampukian, PCA) nis copo-

MICHHSA MOJEIL.

5. Moayanb knacugikaunii pyxis (Classification Module):

O

BukopucToBye METOM MAlIMHHOTO HABYAHHS I IEPETBOPEHHS MOCHTi-
JIOBHOCT1 O3HAK y KOHKPETHI CUMBOJIM 200 CJIOBA.

3acTOCOBYIOTHCSI HEMPOHHI Mepexi (Hanmpukiaa, 3TOPTKOBI MEpexi IS
MIPOCTOPOBOTO aHAI3y a00 PEKypEeHTHI HEHPOHHI Mepexi, Taki ik LSTM,
JUTsl BpaXyBaHHS YaCOBUX 3aJIE)KHOCTEN ).

Mopnenb Moxe OyTH HaBUEHOIO Ha CIeLIadbHO 310paHOMY Habopi TaHUX,

10 MICTUTh MPUKIIATU PYXiB PI3HUX 0CI0 y pI3HUX YMOBaX.

6. Moayab inTerpamii pe3yabtatiB Ta BuHBOAY (Output & Integration

Module):



o Otpumye pesynbpTaTu Kiacudikailii, MpoOBOJUTh MOCTOOPOOKY (HAIpH-
KJIaJl, 3TJIaJDKYBaHHS Il YCYHEHHS ITyMiB) Ta B10Opakae po3mizHaAaHUN
TEKCT.

o Moxe 3a0e3nedyBaTy IHTETpalii0 3 THIIUMHA CUCTEMaMH, HaNPUKIIAI, 3
MOOUTBHAM 3aCTOCYHKOM a00 BeO-iHTepdeiicom uepe3 API.

B3aemonist MmoayJiB Ta 00po0Ka B peajibHOMY 4aci

o Cunxponizamisi noTokiB aaHux: 3ade3neyeHHs Oe3nepeOiifHOl mepeaayi aa-
HUX MK MOJYJISIMH, 11O € 0COOJMBO BAKIIUBUM JIJII pOOOTH aJITOPUTMY B peajib-
HOMY Yacl.

« AmnapartHa ontumizanisa: Bukopucrtanusa Mmoxinnsoctreid GPU misa napanenbHOT
00pOOKHM KaJIpiB Ta BUKOHAHHS OOUYHMCITIOBAILHO BAXKKUX 3aBJaHb, TAKUX SK 1H-
dhepeHc HEMPOHHUX MEPEK.

o MoayJjbHe TeCTYBaHHS Ta Hajlaro:keHHsi: Ko)keH KOMIIOHEHT OKPEMO TeC-
TYETHCS, 10 JO3BOJISIE BUSIBUTH Ta YCYHYTH TTOMUJIKM Ha PaHHIX €Tammax po3po-
OKH.

Pe3rome apXiTeKTypHOr0 pillIeHHS

3anpornoHoBaHa apXiTeKTypa (Ha puc.2.7) 103BOJIsIE€ 3a0€3MeUNTH THYYKICTh CH-
CTEMH, ii Mac-1ITa00BAHICTh Ta MOXKJIMBICTb MOJAIBIIOr0 BJOCKOHANEHHS. MoyibHa
CTPYKTYypa CIpHUsiE aianTallii miJi pi3Hi yMOBH €KCIUTyaTallii Ta 1a€ MOKJIMBICTh 1HTET-

pyBaTH HOBITHI aITOPUTMHU JIJIsl TIABUIIIEHHS TOYHOCT] PO3TI3HABAHHS.

O Q Video stream View
£ :

User View

\
J

ViewModel
(t Flask oc-] Hand Generate

tracking
;
i A

~

Model

MediaPipe
HTML CS JS

- 7 CNN KNN
Prediction

U

> »

MVVM architecture

PucyHok 2.7 — Apxitektypa



PO3ILJT 3. PEAJIIBALILS AJITOPUTMY IIEHTU®IKALIIL TEKCTY 3A
PYXAMU PYKA

3.1 Po3po0Oka OJ0K-CXeMH alrOpUTMY

Ha nepmomy erarri 6ysio CTBOpEHO JIeTaabHy OJI0K-CXEMy, SIKa LTFOCTPYE MOCTTi-
JOBHICTB T CHCTEMH BiJ 3aXOIUICHHS BiJICOKAIPY IO BiIOOpa)KEHHS PO3IMI3HAHOTO

TEKCTY, 300pakeHa Ha puc. 3.1.

Movarox

NPMAHATH Kaap
i

BuaxaumTH
KOHTYPM NiTep

nirepa TibK1
oaxa

I8ia1
210 KINLKOCTI niTep
NEepETEOPUTH nixcen

B macws (0-255)
HopuanByBa‘mI

A0 Popmary
HERpOMEpEX]

i

J

UTH
PO3NIIHAHHA

BiporigHicTL TaK
PO3Ni3HaHOI
nitepu >

alaHOMD IHAYEHHS

nonNBepHy T
NOMUIIKY

nosepHyTH
nirepy

Pucynox 3.1 — biok-cxema anroputmy ineHTH]iKaIlii TEKCTY 3a pyXaMH PyKH.




Ha 610K-cxemi 300pakeH0 HACTYITHE:
1. Tmimamnizamis CUCTEMU:
o 3amyck BeO-KaMmepH, KaaiOpyBaHHs 001acTi MATFOBAHHS.
o CrtBopeHHsa 00’€ekTiB kjaciB AirWritingApp (OCHOBHUI KOHTpOJEp) Ta
DrawingCanvas (BipTyajibHe TOJIOTHO).
2. Hukn oOpoOku KapiB:
o 3axoruieHHs KaJpy: Bukopuctanus 0101ioreku OpenCV st YMTaHHS Bi-
710 TIOTOKY.
o Ilonepennst o6podKa:
= JI3epkanbHe BinoOpaxkenus (cv2.flip) ms imitamii 13epkania.
« [TlepetBopennst y rpanartii ciporo (cv2.cvtColor) Ta OiHapu3ariis
(cv2.threshold).
» Bupganenus mymMiB 3a 101oMoror MopdosoriyHoi oneparii eposii
(cv2.erode).
3. BunuineHHs TpaekTopii pyxy:
o @uIBTpallisi KOHTYPIB 32 po3MipoM Ta iepapxieto (cv2.findContours).
o 3ammuc TPaeKTOPil HA BIPTyaJIbHE MOJOTHO.
4. CerMeHTaI[lsl CUMBOJIIB:
o Po3nineHHs CyliJIbHOrO pyXy Ha OKpeMI CUMBOJIM 3a JOMOMOTOI0 aHaTI3y
nays y pyci.
o O0Opi3ka KO)KHOTO CUMBOJTY 3 TOAAIBIINM MacIiTabyBaHHIM 10 28x28 mi-
KCEJIiB.
5. TligroroBKa maHux ISl HEHPOMEPEKI:
o Hopwmamizamis nikceniB y aianasos [0, 1].
o IleperBopenns 300paxenus y 1D macus (784 enemeHTH).
6. Knacudikaris:
o BuxopucTtaHHs momnepeIHbO HaBUEHOI 3ropTkoBi Heiipomepexi (CNN)
JUTSI TIepeI0avYeHHS] CHMBOJTY .
o BinobpaxkeHHs pe3yabTaTy yepe3 iHTepdeiic kopuctyBaya.

7. OHoBIeHHA iIHTEpDEHCY:



o JavaScript-koa st mepiouyHOTO 3anuTy pe3yabTatiB (fetch koxHi 5 ce-
KYH]I).
o BinoOpakeHHs MPOMIKHUX PE3YNbTATIB y peaTbHOMY 4aci.
OOrpyHTYyBaHHS LIMKJIIYHOCTI: CUCTEMA IPALIOE B PEKUMI PEATIBHOTO Yacy 3a-
BJISIKM aCUHXPOHHIM 00po0I1l KaJpiB Ta MEPIOANYHUM 3amuTam 110 cepBepa. Lle no3Bo-
JIsie KOPUCTYBaueBl 0aunTy pe3ynpTaTH 0e3 3aTPUMOK, HaBITh Mij] 4ac Oe3MmepepBHOTO

MaJIFOBaHHSI.

3.2 Peanizaiiist anroput™My oOpoOKH CUTHAJIIB Ta PO3Mi3HABaHHS PyXiB

3.2.1 ApxiTeKkTypa CUCTEMH

VY 1mpoMy MpOoEKTI ISl OpraHizailii B3aemoiii MK iHTepdeicoM KopucTyBada
(View), siorikoro mpeacTaBlICHHS AaHUX 1 CepBiCaMU PO3Ii3HABAHHS JKECTIB 3aCTOCO-
BaHO apxitekTypHuit marreps MVVM (Model-View—ViewModel).

IlepeBaru 3acrtocyBanuss MVVM y nanomy Bunajaky:

1. YiTke po3aisienHst 000B’s13kiB: Ul-k01 HE MiCTUTB JKOIHOT JIOT1KH 0OpOOKHU 30-
OpakeHb YW pO3MI3HABAHHS — BIH JIMLIE BiI0OpaXkae Te, 110 OTpUMaB Bij
ViewModel.

2. IoaermeHe TecTyBaHHA: YC1 KJIIOYOBI CLIEHAp1i (pO3II3HABAHHS JKECTIB, HOP-
Majizailisl JIaHUX, OHOBJIEHHS TEKCTYy) MOXHA TMPOTECTyBaTH Ha pIBHI
ViewModel 6e3 Bukopuctanus Opaysepa 4uu KaMmepH.

3. MacmradoBaHicTh: pu HEOOXIAHOCTI MOKHA JIETKO 3aMiHUTH 4acTtuHy Ul
(3minuTH BeO-cTopinky Ha desktop client) abo peanizyBaTu HOBI PeKHUMH BBOLY,
He 3MmiHtooun Model.

4. IlinTpumka acuaxponHocti: MVVM no3Bosise kpacuBo BOy1yBaTH async-me-
TO1 OOPOOKH KaJIpiB Ta 3alUTIB J0 HEUpOMEpExXi, He OJIOKYIOUU BiJOOpaKEHHS

Ta 3a0e3neuyroun miapHui UX.



Takum unHOM, BrpoBakeHHST MVVM 3po6uiio apxiTeKTypy Nporpamu CTiiki-
1010, 3pO3YMUTIIIIOIO JIJIS TTOAAIBIIIOT0 PO3BUTKY 1 MOJIETIINIIO IHTETPAlli0 PI3HUX Te-
xHojoriyaux mapiB (OpenCV — GestureWriter — AirWritingApp — MainPage).

Hwxue Ha puc.3.2 HaBegeno UML-giarpamMy OCHOBHUX KOMITOHEHTIB IIPO-
rpaMu, IO UTIOCTPY€E B3aEMO/IIF0 MOAYIIIB JJIs 3aXOIUICHHS, 0OpOOKH BiZICO MOTOKY Ta

pO3Mi3HABaHHS PYKOIMUCHUX CUMBOJIIB Y TIOBITPI:

(©) Testsuite

o run_all_tests()

©main (©) IndexHTML

@ MainPage

o render()
o handle_input()

@ DrawingCanvas

o draw()
o clear()

@ Camera

o start()
o stop()
o capture_frame()

@AirWritingApp @ HandTracker

© run() o detect_hand()
o process_input() o get landmarks()

@ GestureWriter

© recognize_gesture()
o write_text()

@ KNNTrainer

o train_model()
o save_model()
o load_model()

© Config

o load_config()
o save_config()

PucyHnok 3.2— ApxiTeKTypa KOMIIOHEHTIB CUCTEMHU PO3MI3HABAHHS PYXiB PYKHU

(UML-niarpama).



KomnionenTu giarpamu:

e Camera — kepye MIIKIIOYCHHSIM J0 KaMepy Ta OTPUMAaHHSM BiI€O MOTOKY.

[MTigxroueHnst BinOyBaeThes y Gynkiii find_cameras, mo HaBeneHa HUXKYE.

# OyHKL1S He BUKOPUCTOBYETLCS — 3BajMiIeHa IJIS MOXJIMBOTO PO3MMPEHHS
byHKI1OHaJYy nporpamu
def find cameras (max cameras: int = 2) -> List[Dict[str, str]]:
cameras = []
for 1 in range (max cameras) :
cap = cv2.VideoCapture (1)
if cap.isOpened(): kawmepy
cameras.append ({'id': i, 'name': cap.getBackendName () })
cap.release ()
else:
print (f"He Bmasocd BigkpuTu KamMepy 3 iHzmexkcom {i}.") # BuBO-

OVIMO l‘[OBiI{OMJ‘IeHHF{, AKIO KaMepy He BOaJiIoCH Bi,HKpMTM
return cameras # [loBepTaeMO CHOMCOK 3HAMIOEHUX KaMmep

e DrawingCanvas — peaii3ye BiJpUCOBKY PyXy PYKH Ha BIpTyaJIbHOMY IOJIO-
THI 3a JIONIOMOrOI0 MAaJIIOBaHHS Kpamok Ta JiHIA. DyHKIis MaatoBaHHS

draw_line naBeaeHO HIKYE:

def draw line(self, x:~int, y: int, color: Tuplefint, iInt, int] =
(ASSN A 255 5 S ze: WP = 20) ¢

# Sxmo nonepenHi KOOPIMHATU 1CHYWOTH

1f self.prev x is not None and self.prev y is not None:

# MasoeMo JiHiD

eviyline (selfi. eanvas, JBelf.previ X celf .prev/ )9,/ X, V).,
color, size)

self.prev x, self.prev y = x, y # OHOBJIEMO HOIEpPenHl KOOPIOM-—
HaTU

e HandTracker — BimcimiIkoBy€e TOJOXKEHHS PYKH Ta BUTATYE KOOPIMHATH

KJIFOYOBUX TOUOK (KOJI HABEJECHO HUKYE):

def get finger position(self, frame: np.ndarray) ->
Optional [Tuple[int, int]]:

h, w, = frame.shape

# OrpumyemMo pos3Mipy 300paxeHHI

frame rgb = cvZ.cvtColor (frame, cv2.COLOR BGR2RGB)

# I[epeTBopioeMo 300paxeHHa y dopmaT RGB

results = self.hands.process (frame rgb)

if results.multi hand landmarks:

for hand landmarks in results.multi hand landmarks:



index finger tip =
hand landmarks.landmark[self.mp hands.HandLandmark.INDEX FINGER TI
P]

X, y = int(index finger tip.x * w), int(index finger tip.y *
h)

return x, y

return None

e GestureWriter — po3mi3Hae )KeCTH Ta IMEPETBOPIOE iX Y CUMBOJIHM a00 TEKCT
3a JJOTIOMOTOI0 Helipomepexi. B iboMy Kiaci peanizoBaHa JIOTIKa, SKa MPUi-
Ma€ JlaHl y BUIJISAI MAacHBIB, HOpMai3ye iX — TOOTO MPUBOAUTHL y poOoUiit

cTaH Juis Herpomepexl. Jlami BimOyBaeThcss 00poOKa HACTYITHIM YHHOM:

def recognize letter(self, data: List[int]) -> Tuple[str, float]:
# [porHO3yeMO MITKYy IS 300paxeHHS
prediction = self.model.predict (self.normalize image (data))
predicted class = np.argmax (prediction)
# BHaxomuMo iHmekc HaNOiJjbll MMOBipHOTO KJjacy
confidence = np.max (prediction)
# BreBHEeHICTH y MNPOTHO31
return emnist labels[predicted class], confidence
# IloBepTaeMmo JiiTepy Ta BIEBHEH1CTH

o AIrWritingApp — OCHOBHUII KJIac JA0AATKY, KOOPIUHYE POOOTY KaMepw,
TPEKIHTY Ta Bizyamizaiii. B nibomy kiaci y rojioBHii ¢yHKIi run iHimiams3o-
BaHO HECKIHYEHHUM UKL, IKMI IOCEKYHAHO MPUIIMaE Kap 13 KaMepu KOpH-
CTyBaua Ta Iepeaae el Kaap 10 BUILENEpepaxoBaHUX KJIACiB, SKI B CBOIO
Yyepry BUKOHYIOTh CBOIO pOOOTY MO BIAOOPAXKEHHIO PYXY MaJblid Ta MOBEpTa-
I0Th PE3YJIbTaT JJI MOAAIBLIOrO Nepe10ayeHHs .

e MainPage — BianoBijae 3a BijoOpaXeHHs Ta JIOTIKY TOJIOBHOI BeO-CTOPIHKU

TaKUM YHMHOM:

@app.route('/")
def index () -> str:
return render template('index.html')
# BinmoOpaxeHHS I'OJIOBHOL CTOPiHKM 3a IONOMOTOK WabJIOHY

e KNNTrainer — mposoauts HaBuauus mogemi KNN, 30epekeHns Ta 3aBaH-

TaXXCHH: Bar', KOA CTBOPCHH:A MOI[GJ'Ii HaBCACHO HHUKYC!:



# CrrBoOpowEMO MOIesb
self.model = Sequential ([
Conv2D (32, (3, 3), activation='relu', input shape=(28,
1)),
# llepuwmii 3TOPTKOBMUM WAP
MaxPooling2D( (2, 2)),
# llap ninBubipkwu
Conv2D (64, (3, 3), activation='relu'),
# IpyTmii 3TOPTKOBUMA Wap
MaxPooling2D((2, 2)),
# lWlap ninBmOipxm
Flatten (),
# llepeTBOPWEMO HaH1 B ONHOMIPHMM BEKTOP
Dense (128, activation='relu'),
# IloBHO3B'A3HMNM AP
Dropout (0.5),
# llap peryngpmzanii (BiOKJWOUYEHHS MOJIOBUHU HEWPOHIB)
Dense (num classes, activation='softmax')
# BuximHuii map 3 KiJbKiCTI HEMPOHI1B = KiJbkKOCTi kJjacis
1)
# Kommimsauis mozmeri
self.model.compile (optimizer="adam',
loss="categorical crossentropy', metrics=['accuracy'])
print ("llouMHaeMO HaBYaHHS...")
# HaBuaeMo MOmIeJsib
self.model.fit (X train, y train categorical, epochs=10,
batch size=128, validation data=(X test, y test categorical))
# 30epiraeMo Momeb
self.model.save ("emnist cnn model.h5")
print (f"Momesne 30epexeHo y o¢ann {model file}")

e Config — 3aBanTaxye Ta 30epirae HaJaIlITyBaHHS MPOTrPaMH, KO/ HaBEICHO

HHXKXYC:

# IMOOPTYEMO MOOYJb OS IJId PoBOoTM 3 GAMJIOBOK CUCTEMOI
import os

ImnopT dotenv mjig 3aBaHTaXeHHS SBMI1HHMX OTOUEHHS
from dotenv import load dotenv

BaBaHTaXyeMO SBM1HHI OTOUeHHS 3 .env-0aniay

load dotenv ()

$= e S e

# OrpumyeMo aB®COJITHMUM HUISX OO MalkKM, O& SHAXOIOUTLCHA LeM CKPMUIIT
parent dir = os.path.dirname (os.path.abspath( file ))

# Ipukian GopMyBaHHS WIAXY OO QamIy

resultFile = os.path.join(parent dir, '', "result.png")

# dopmyeMo myuax OO manku knn nijs 30epiraHHS HaBUYaJIbHMX JaHUX Ta
MomeJii

train data folder = os.path.join(parent dir, '', "knn")



3.2.2 3axornyeHHs BiJIco MOTOKY Ta TPEKIHT TPAEKTOPIT pyKH

[Tepmmm KpokoMm € Oe3nepepBHE OTPUMAHHS KaJpiB 3 KamMepu. Y TOJIOBHOMY
KOHTPOJIEPi IPOrpaMu BCTAHOBIIIOETHCS 3B’ SI30K 13 MPUCTPOEM 3aXOIUICHHS (BeO-Ka-
Mepa abo 30BHIITHS Kamepa), 3UNTAHUMH HUM B PeKHMI peabHOTO Yacy Ta BimoOpa-

KEHHUMH KajJpaMu. BiamoBinHuii Koa HaBeeHO HUXKYE:

ret, frame = self.cap.read() # UMTaHHA KaOpy 3 BiIeomoToky
if not ret: # fxwo xamp HE OTPMMAHO, BUXOIMUMO
break
frame = cv2.flip(frame, 1) # [I3epkanbHe BinmoOpaxeHHS 300paxeHHS
10 TOPMBOHTAaJI1
h, w, = frame.shape # OTpumyeMo po3Mipu kazpy
if self.canvas 1is None: # 4KmoO MOJIOTHO IIe HE CTBOPEHO, CTBOPIEMO
Moro
self.canvas = DrawingCanvas (400, 400)

Jliis 3pydHOCTI BiToOpakeHHs Ta OUTBII IHTYiTUBHOTO KEpyBaHHS KOPUCTYBad
0auuTh BIACHI PyKHU J3EPKAIHLHO, TOMY KOKEH KaJIp BiApa3y B1IOOPAXKAETHCS 110 TOPH-
30HTAaII.

Jlaii BUKOHY€THCS BUSIBIICHHS ITOJIOKEHHS PYKH Ha 300pa)K€HH1 — Y MPOCTIIIi
peasizallii e Moxe OyTH BIJICTEKEHHS KOJIbOPY PYKAaBUUYKU UM KIIFOUOBUX TOUOK (Ha-
MIPUKJIAJl, KIHYMKIB NAJIbIIIB). B manoMy K BUIAIKy, sIK 1 OyJ10 3a3Ha4€HO paHilie, OyJia
BUKOpHCTaHa Oi0mioTeka Mmediapipe, ska Mae MOXIIHMBICTh PO3Mi3HABATH PYKY, a00

1HIIT YACTUHY TiJIa JIIOJUHU Ta (DIKCYBAaTH KIIOYOB1 TOUKH SIK 1€ 300pakeHo Ha puc.3.3.

L J
e NI 92 0. WRIST 11. MIDDLE_FINGER_DIP
y 174 1. THUMB_CMC 12. MIDDLE_FINGER_TIP
7 s |V 2. THUMB_MCP 13. RING_FINGER_MCP
6% 101 ., 20 3. THUMB.IP 14. RING_FINGER_PIP
3 ool 19 4 THUMBTIP 15. RING_FINGER_DIP
4 S\ 9 13n,/18 5. INDEX_FINGER_.MCP  16. RING_FINGER_TIP
3® 17 6. INDEX_FINGER_PIP  17. PINKY_MCP
. 7. INDEX_FINGER_DIP  18. PINKY_PIP
2 8. INDEX_FINGER_TIP 19. PINKY_DIP
18 9. MIDDLE_FINGER_MCP  20. PINKY_TIP
Yo 10. MIDDLE_FINGER_PIP

Pucynok 3.3— Kiro4oBi Touku Ha JiBiH pyIli TIOIUHU



[IpoitmoBmu Bepudikalliro Ha HasSBHICTh PYKH, CHCTEMa HaMara€TbCsl PO3ITi-
3HATH, YA HAMATAEThCS PyKa MPOJAEMOHCTPYBATH SIKUH-HEOYIb )KECT, HAPUKIIAI Be-
JUKWANA TIaJIeIh MIHITHN TOTOPH, IO 3a JIOTIKOIO MPOTrpaMu 03Hava€ *30epeKeHHS Ha-
MaJIbOBaHO1 JiTepu/IiTep™. Hukue mpuBOAMTBECSA KO ISl PO3IMi3HABAHHS BEJIUKOTO

MaJIBI TTHATOTO JOTOPU

def is thumb up(self, frame: np.ndarray) -> bool:
# OOpobysgemo 300paxeHHsS OJIS MNOMYKY PYK
results = self.hands.process (cv2.cvtColor (frame,
cv2.COLOR_BGRZRGB) )
if results.multi hand landmarks:
# Sxmo 3HaAMOEHO PYKU
for hand landmarks in results.multi hand landmarks:
self.mp hands.HAND CONNECTIONS)

landmarks = hand landmarks.landmark
# OTpuMyeMO KOOpPAMHATM BC1iX TOYOK Ha pyuil
I35y it eP7 /1 ¢"

landmarks[self.mp hands.HandLandmark.THUMB TIP]
thumb cmc =
landmarks[self.mp hands.HandLandmark.THUMB CMC]
T = R -
landmarks[self.mp hands.HandLandmark.INDEX FINGER TIP]
index mcp =
landmarks[self.mp hands.HandLandmark.INDEX FINGER MCP]
middle tip =
landmarks[self.mp hands.HandLandmark.MIDDLE FINGER TIP]
middle mcp =
landmarks([self.mp hands.HandLandmark.MIDDLE FINGER MCP]
r i\ Uiy
landmarks[self.mp hands.HandLandmark.RING FINGER TIP]
ring mcp =
landmarks[self.mp hands.HandLandmark.RING FINGER MCP]
pinky tip =
landmarks([self.mp hands.HandLandmark.PINKY TIP]
pinky mcp =
landmarks([self.mp hands.HandLandmark.PINKY MCP]
# IlepeBipgemMo, UM BeJUKUNM [aJlellb BUIE MOTO OCHOBU
thumb up = thumb tip.y < thumb cmc.y
# Tleperipsgemo, um iHmi nanbii 3iTHYTI
fingers folded = (
index tip.y > index mcp.y
and middle tip.y > middle mcp.y
and ring tip.y > ring mcp.y
and pinky tip.y > pinky mcp.y
)
if thumb up and fingers folded:
return True
return False
return False



HKHIO K JKOJHOI'O KCCTY HC pOBHiSHaHO, ¢ O3Havac€, IO BMHUKAECTbCA PCKUM

MaJIFOBaHH!, HaBC,Z[CHI/Iﬁ HMOKYC!

if (not self.tracker.fist detect(frame)) and self.is write: #
AKmWO KyJiak He BUABJIEHMY 1 MaJlloBaHHS yB1lMKHeEHE
finger pos = self.tracker.get finger position(frame) # Orpu-

MyeEMO KOOPAOMHATU BKa31BHOTO I1aJibllAa
if finger pos:
# Axwo KoopIMHATM Iajiblisg 3HaumpeHi
x, y = finger pos
# BUTATYEMO KOOPIMHATH
self.canvas.draw line(x, V)
# Masoemo J1iH10 Ha IOJIOTHI IO KOOPIMHATAX
else:
self.canvas.clear prev ()
# Axmo KyJiakKk BUSBJIEHUM, OUMIyYEMO IMONEpelnHi KoopAaAnHaTH
canvas_img = self.canvas.get canvas()
# OTpuMyeMoO 300paxeHHs MMOJIOTHA

Cucrema (ikcye KoopauHaTH pykn Ha pododomy mosotHi (DrawingCanvas),
MEPETBOPIOIOYM iX y BIAMOBIJHI MIKCEJIbHI 3HaUY€HHA. TakuM UYUHOM, PyX MaJIbIIs

CIIPUMMAETHCS SIK *JIe/IBe MOMITHHUI MTEH3€JIb™, TII0 MAJIIO€ B MTOBITPI.

3.2.3 Ionepeanst 06poOka 300pakeHHs Ta 3MEHIIIEHHS IITyMY

OCKUIbKH MOTIK BII€O MO€E MICTUTH 3HAYH1 MEPEUIKOAN — 3MIHHE OCBITJICHHS,
TPEMTIHHS KamepH, (OHOBUI pyX — MEPENl CeTMEHTAIlI€I0 CUMBOJIIB HEOOX1THO TPO-
BEeCTU HHU3KY omepartliii puibtpari. [lo-niepie, 300pakeHHs] IEPEBOASITH y BIATIHKH
ciporo, o0 mo30aBUTUCS B1Jl KOJIPHOI 1H(POpMAIIli, HEBAXKIUBOT 1JIs1 BUSBJICHHS KOH-

Typy. Hukde HaBeneHo KoJ, 110 peasizye JaHui QyHKITIOHA.

def get single letter (self) -> np.ndarray:

gray canvas = cv2.cvtColor (self.canvas, cv2.COLOR BGR2GRAY) #
[lepeTBOPOEMO y TI'pazalii ciporo

resized canvas = cvZ.resize(gray canvas, (28, 28),
interpolation=cv2.INTER NEAREST)

# BmiHowEMO po3Mip Ha 28x28

flattened array = resized canvas.flatten()
# IeperBopioeMo y 1D macus

return flattened array



Jlami 3acTOCOBYETHCA TOpOroBa OiHApH3allis, sIKa YITKO BIIAUISE *MaTFOHOK™
(TemH1 TpUXHK) BiJl HOHY — JIOCTATHBO Oy 1€ YITKO MiiOpaTH 3HaUYEHHS MOPOTY, 11100
NOMax pyKd *BigoOpaxkaBcs™ HaCUYECHO.

[[{o6 BuganuTHu IpiOH1 TOUKH IITyMY, SIK1 3’ IBJISIFOTHCS BHACIIIOK HEBEJIMKHX KO-
JMBaHb KaMepH uu apTedakTiB 00UUCIICHB, 3aCTOCYEMO MOP(]OJIOTIUHI omepairii: epo-
3110 JIJIs1 YyCYHEHHSI 3aBUX YaCTHHOK Ta, 32 HEOOX1AHOCTI, TUJIATAIIFO IS Bl THOBJICHHSI
TOBILUHM JiHINA. B pe3ynbTaTi MojgoTHO Ha0yBa€e BUTIISAY CYHUIBHOT YOpHO-017101 Ma-

CKH, I YITKO BHOKPEMJICHI 00J1acTi MaiOyTHIX CHMBOJIIB.

3.2.4 CerMmeHTallisi KOHTYPIB Ta BUJILJICHHSI CHMBOJIIB

[licns inbTpanii anropuT™ BUKOHYE MONTYK KOHTYpIB. J{J1s1 IbOrO BUKOPHUCTO-
BYETBCSI METO/, SIKU Mepedupac yci 3HalIeH1 KOHTYPH Ta BIIIKUAA€E BKIaACH] (Ti, 110
€ MpOTaJMHAMHK BCEPEIUHI 1HIIHMX ). JIuIie 30BHIIIHI KOHTYPH BBa)KaIOThCS IMOTCHITIH-
HUMHU JIITEPAMH.

KosxeH 30BHIIIHII KOHTYP OOMEXKYETHCS MPSIMOKYTHUKOM, TICs 4oro 300pa-
YKEHHSI CHMBOJTY *BUPI3a€ThCS™ 3 OCHOBHOTO 1MOJ0THA. OCKUIBKY TPAEKTOPIi OYKB MO-
KYTh OyTH HEPIBHOMIPHUMH (IESAKI JIITEPH *BUCOKI™, 1HIIN — *MIUpoKi*), s 30epe-
YKEHHs Mponopuii oOpizaHi 00IacTl BIAUEHTPOBYIOTh Y KBaJpari, 110 3all0BHEHUN Oi-
auM (HOHOM, Ta MaCIITa0yIOTh 10 CTaHAAPTHOTO po3mipy 28%28 mikcemniB. Lle rapan-
Ty€, 0 MOJIENIb OTPUMAE OJHAKOBUN PO3MIP BXIIHOTO 300pa’KCHHSI, HE3AJIEKHO B1J

no4aTtkoBoi popmu cuMBodTy. Peanizaris (yHKIIOHATy HaBEACHA HIKYE:

def get several letters(self) -> List[np.ndarray]:

gray canvas = cvzZ.cvtColor (self.canvas, cvZ2.COLOR BGRZGRAY)

# IlepeTrBOpwEMO y TI'pazjanil ciporo

ret, thresh = cv2.threshold(gray canvas, 0, 255,
CVZ.THRESH_BINARY)

# Binapuszauis

img erode = cv2.erode (thresh, np.ones((3, 3), np.uint8),
iterations=1)

# Bumajigemo MyMu

# OTpUMYyEMO KOHTYPU

contours, hierarchy = cv2Z.findContours (img_ erode,
cv2. RETR TREE, cv2. CHAIN_APPROX_NONE)

letters = []



for idx, contour in enumerate (contours) :

(x, y, w, h) = cv2.boundingRect (contour)

# BmBHaAUYaeMO KOOPAOMHATHU Ta PO3Mipu OyKBU

if hierarchy[0] [idx] [3] == -1:
# TlepeBipsgemo, uy e 30BHImMHIN KOHTYD
letter crop = gray canvasly:y + h, x:x + w]
# Bupizaemo OykBYy
size max = max(w, h)

# Bm3HauYaeMO MaKCHUMAaJIbHY CTOPOHY KBalpaTa

# CTBOpowEMO kKBaIapaTHe 300paxeHHd OyKBU

letter square = 255 * np.ones (shape=[size max,
size max], dtype=np.uint8)

if w > h: # dxmo OykBa mmpma, HiX BuMIa
y_POs = size€ max// 2 -~h-///2
letter squarely pos:y pos + h, 0:w] = letter crop
elif w < h: # fdxmo O6ykBa Bumla, HixX mmpma
X pos = size max // 2 - w // 2
letter square[0:h, x pos:x pos + w] = letter crop
else: # fAxwmo OykBa KBampaTHa
letter square = letter crop
# JIomaemo OYKBY y CIIMCOK (X—-KOOpIOMHaTa + came 300pa-
XKEeHHI)
letters.append((x, cv2.resize(letter square, (28, 28),
interpolation=cv2.INTER AREA)))
# CopryeMo OYKBM 3a ix NO3MIIi€0 Ha MIOJOTHI
letters.sort (key=lambda x: x[0])
letters array = [letter[l] for letter in letters]
# Macup 300paxeHb OYKB (28x28)
FOOU RS E SR B N ra v

3.2.5 ®opmMyBaHHS BX1THUX BEKTOPIB JIJIs MOJEI1

[Ticns cermenTallii KOKHe KBajpaTHE 300pa)K€HHsI CUMBOJIY MEPETBOPIOETHCS
Ha ogHOMIpHMIA MacuB mikceniB (flatten). ITikcenbHi 3HaYCHHS HOPMATI3YIOTHCS 10 1H-
tepBaiy [0, 1], mo0 yHUKHYTH BIUIMBY aOCOJIOTHHUX 1HTEHCHUBHOCTEH Ha mependa-
yeHHs Mojei. Jlo1laTKoBO JI0 1bOTO JOJAEThCS BUMIP *KaHATy™ — y TOTOBOMY BEK-
TOpi POpMy€ETHhCS *yacTka™ Il TTapaMeTpiB PO3Mi3HABAHHS, ajieé OCHOBHHM (DOKYC
MIPUIIAJIa€ Ha MMKCEJIbHI IHTEHCUBHOCTI. [ToOaunTu neit MacuB MOKHA 3a JIOTIOMOT'OFO

ciyk00BUX (pyHKIIIH, Hanpukiaa print_data_array.

s = ','.join(map(str, flattened array))
# ToTOBUM MacuB OJid [NOIadl y HeMpoMepexy
print (s)



3.2.6 KoMITIOHEHT po3Mi3HaBaHHS HEUPOMEPEIKEIO

[Ticnst mepeTBOpeHHs y BEKTOp (200 y MacHB BEKTOPIB 3aJIe’KHO BiJl KUIBKOCTI
KOHTYPIB JIiTep, 10 OyJIM PO3Mi3HaH1) IepeaeThes y Kiiac Uit poOOTH 3 HelpoMepe-
MKEI0, JIe CaM BEKTOP HOPMAaJII3Y€eThes 10 (popmaTy HeoOXiaHOTO A1 HeiipoMepexk. Llei

KO HAaBEACHO TAKUM YHMHOM.

def normalize image(self, data: List[int]) -> np.ndarray:
image data = np.array (data)
# IlepeTBOPOEMO HOaH1 B numpy MacuB
image data = image data.reshape (28, 28)
# [epeTBOpOEMO B po3Mip 28x28
image data = image data.astype("float32") / 255.0
# Hopmanizsyemo 300paxeHHS
image data = np.expand dims (image data, axis=-1)
# IomaemMo PO3MIipPHICTL IJid KaHAJY
image data = np.expand dims (image data, axis=0)
# IomaemMo po3MipHicTh mjg naprTii
return image data.T
# TloBepTaeMO TPAaHCIOHOBAHE 300paxeHHS

HopmanizoBanuii BEKTOp MOJAETHCS HA BXiJ 3rOPTKOBOI HEHPOHHOT Mepexi
(CNN), moOymoBaHO1 Ha OCHOBI IBOX 3rOPTKOBUX OJIOKIB. ApXiTEKTypa MEpeKi mpe/i-

cTaBjieHa Ha puc.3.4.

ResNet-C
Input
(2242224 px)

Computationally
more efficient

ResNet-B

Output
(56x56 px)

Input (56x56 px)
Input

(5656 px) data

Conv
Ixl, 128, s=2

Conv Conv
Ixy, 128 1], 512, 52

? Conv y
11, 512

Retains more
data

Outpast

(28x28 px) Output (28x28 px)

Pucynok 3.4— ApxitekTypa 3ropTKOBOi HEUPOHHOT MEpexki



1. Bxigauit map: 28%28%1 (BIATIHKH CipoOro).
2. Tlepmmii 3ropTKOBUI OJIOK:
o Conv2D (32 ¢inerpu 3%3), aktuBanis ReLU;
o MaxPooling2D (2x2).
3. Hpyruii 3ropTkoBHii OJIOK:
o Conv2D (64 dinerpu 3%3), aktuBanis ReLU;
o MaxPooling2D (2x2).
Flatten: mepeTBOpeHHS KapTH 03HAK y BEKTOP JOBXKUHOIO 3136 enemMeHTiB.
Dense: 128 ueiiponis, aktuariiis ReLU.

Dropout: #imoBipHicTs 0,5.

~N o g &

Buxinnuii map: Dense 3 K HeliporaMu (KUTBKICTh KiTaciB), akTuBaiis Softmax.
AxTuBaniiHi pyHKuii Ta pyHKmii BTpar

o ReLU BuKOpUCTOBY€EThCS JJI1 YCYHEHHS MPOOJIEMH 3aTyXarudoro rpajai€Hra.
BoHa 3anuiae no3uTUBHI 3HaYEHHs 0€3 3MiH, a BCl HETaTUBHI 3aMIHIOE HA HYJIb.

[le nomomMarae HeMpOHHINA MepeK1 Kpallle Ta IIBUIIIEC HABYATHUCH.

f(x) = max(0, x) (3.1)

ne. f(X)— BuximHe 3HaYCHHS ITiC/ISA 3aCTOCYBAHHs aKTHBAIlil; X — BXITHE 3HA-
YEHHS HEHMpOHA.

o Softmax:

eZi

O'(Z)i :m,izl,...,K (32)

ne: 6(z)i— HMOBIPHICTb HAJIEXKHOCTI JI0 KJIacy I; Zi— JIOTIT (BUXi Iepe aKTHh-
Balli€ro) s kiacy I; K — 3aranbHa KiJIbKICTh KJIACiB.

o Kpoc-enrpomis:

L=—-3K, ylog®) (33)



ne. L — 3nauennsa QyHkiii BTpaT; K — KUIBKICTh KJ1ACiB; Yi — CIIPaB)KHE 3Ha-
yeHHs JUIg Kiacy | (y one-hot mpencrasienni: 1 abo 0); y, — mepeadaueHa WMOBIp-
HICTh HAJICXKHOCTI JI0 KJacy I.

[Ticist forward pass mepexa reHepye BEKTOpP HMOBIPHOCTEH PO3MIpHICTIO 62
eneMeHTd — 10 10 s mudp, 26 a1 Benukux 1a 26 11 Manux JiTep. Ko BeKTopiB

JEKiJIbKa, BOHH 00pOO0JISIOTHCS TOCIiI0BHO (yHKITiEr0 recognize_letter.

def recognize letter (self, data: List[int]) -> Tuple[str, float]:
# IIporHO3yeMO MiTKy IJid 300paxeHHS
prediction = self.model.predict(self.normalize image (data))
predicted class = np.argmax (prediction)
# BHaxomMMO 1HOEeKC HaMbijbm MMOBIipPHOTO Kjacy
confidence = np.max (prediction)

# BrneBHeHiCcTb y NpPOTHO31
return emnist labels[predicted class], confidence
# TloBepTaeMo JiTepy Ta BIEBHEHICTH

3 BUXIJTHOTO BEKTOPY BUOMPAETHCA 1HIEKC MAKCUMAJIBHOT'O 3HAYEHHS — Mepe/I-
O0auvena miTka. Llel iHJIEeKC BUKOPUCTOBYIOTh JUISl TIONIYKY BiAMOBIIHOTO CUMBOJY Y

cinoBuuky EMNIST:

# CroBHMK BipgnorimHocTi i1HIexcire cuMmBojam EMNIST
emnist labels = ({
**{i: str(i) for i in range(10)}, # 0-9 (uudbpn)
(26)}, # 10-35 (A-Z)
(26)} # 36-61 (a-z)

9N 1 0s@ch oSV Tors 1inVsnansge
WHY N\ 36: chir¥pd TR ERO7 ML) YN

BiamoBiiHICTh YMCIIOBUX MITOK Ta CUMBOIMIB y Habopi qanux EMNIST nacry-
MHa:

o wmitku 0-9 — cumBosu '0'-'9’;

o wMitku 10-35 — Benuki mitepu natunuii ‘A’—Z’;

e MiTKkH 36—61 — Mmaui nitepu naTuHMLi ‘a’— ‘7 .

Taxkum dyuHOM, OyIb-siKe TiepenOadeHHss Mojaeni y Burisal uncia Big 0 qo 61

ABTOMATHU4YHO IIEPEBOAUTHCA B CHMBOJI, SIKUH pO3YMi€ JJFOAWHA.



3.2.7 InTerpartiist 3 KOpUCTYBaIlbKUM 1HTEepdeiicom

Jlns1 Bi1oOpaskeHHS pe3ysIbTaTIB Y PEKHMI pealbHOTO Yacy KIIEHTChKAa YacTUHA
Ha JavaScript mepioguyHO HajcHiae 3amuT Ha cepBepHU endpoint, skwii moBeprae
OCTaHHIO pO3IMi3HaHYy JiTepy. OTpruMaHe 3HaYCHHS 3aMHUCYEThCS y BU3HAUCHE TOJIE Y

XHTML-po3miti. [Ipuknan kogy HaBeJEHO HUXKYE:

// OrpuMmyemMo maHli 3 cepBepa 3 iHTepBasioMm 5 CceKyHO (MOXHa CKOPOTUTU
abo 30ijabmmTi)

setInterval (() => {
fetch{("' /get _letters', « method: 'POST'"})
.then (response => {
if (!response.ok) throw new Error ( I[loMuika cepBepa:
S{response.status} ) ;
return response.json(); // lepersopwemo JSON

})
.then (data => {
valueRez.innerText = data.letter; // BimoBpaxaemo
OTpUMaHy OYKBY

1)

.catch (error => console.error ('llomunka:', error));
}, 5000);

Takuif miaAXig T03BOJSIE OHOBIIOBATH BiIOOpa)keHHs 0€3 mepe3aBaHTaKECHHS
CTOpIHKH, 3a0e3neuyroun miaBHuid UX. [HTepBan 3anuty (5 ¢ 32 3aMOBYYBaHHSIM) MO-
YKHA KOPUT'YBATH 3aJIKHO B1Jl LIBUIKOCTI HAlMCAaHHA KOPUCTYBAayeM Ta MapameTpiB

KaMepH.

3.3 TectyBaHHS AOJATKY

3.3.1 TecryBanHs iHTEepdeiicy

3amyck mporpamu BiJIOyBa€ThCS HA CepBepl, 10 Ma€ BIJMOBIIHUN JIOMEH aj-
pecy, ais Tecty, nporpama Oyia 3amyiieHa a localhost HactynauM unHOM:
e B main 6yno Bkaszano mopt host nporpamu sik 0.0.0.0 Ta mopt Ha skoMy Oye

npaitoBatu nporpama, 5000, koa koHbIrypartlii HaBeACHO HUXKYE



if name == ' main ':
app.run (host='0.0.0.0"', port=5000, debug=True)
# manyck Flask nporpamm Ha localhost

[Ipu KOpekTHOMY 3amycKy B KOHCOJI BimoOpaxkaeTbcsa iH(popmalis sSK Ha
puc.3.5, e BkazaHo iHdopMallito mpo 3aBaHTaXKeHHs a00 HaBYaHHS HEHpoMe-

pexi Ta indopmartiro mo 10 host Ha sikoMy 3aITyIeHa Iporpama.

POl WSS S WIARIIGLL WEIRLUR W LHESE LI UV, P LI T L. WS D WG L WSIR LU L LHIET L WY A3 L UG . Y
2825-84-25 109:16:45.676065: I tensorflow/core/util/port.cc:153] oneDNN custom operations are on. You may see slightly different numerical
turn them off, set the envircnment variable ~TF_ENABLE_ONEDNMN_OPTS=8".
2025-84-25 18:16:49.039748: I tensorflow/core/util/port.cc:153] oneDNN custom operations are on. You may see slightly different numerical
turn them off, set the environment wariable ~TF_ENABLE_ONEDNN_OPTS=8".
JaBaHTaKyeMD paHile HaE4aHy Mogenk...
INFO: Created TenmsorFlow Lite XNNPACK delegate for CPU.
2025-84-25 18:16:57.977498: I tensorflow/core/platform/cpu_feature guard.cc:218] This TensorFlow binary is optimized to use available CPU
To enable the following instructions: AVX2 FMA, in other operations, rebuild TensorFlow with the appropriate compiler flags.
WARNING: All log messages before absl::Initializelog() is called are written to STDERR
WeBes e0:88:1745565417.977672 3884 inference_feedback_manager.cc:114] Feedback manager requires a model with a single signature inferen
18886 88:08:1745565418.805459 18816 inference_feedback manager.cc:114] Feedback manager reguires a model with a single signature inferen
WARNING:absl:Compiled the loaded model, but the compiled metrics have yet to be built. “model.compile metrics”™ will be empty until you tra
* Tip: There are .env files present. Install python-dotenv to use them.
* Serving Flask app 'pages.mainPage’
* Debug mode: on
INFO:werkzeug:WARNING: This is a development server. Do not use it in a production deployment. Use a production WSGI server instead.
* Running on all addresses (©.9.9.8)
* Running on http://127.8.8.1:5600
* Running on http://192.168.8.195:5880
INFO:werkzeug:Press CTRL+C to quit
INFO:werkzeug: * Restarting with stat
3JaBaHTaKyeMo paHille HaEHaHy MOgen:s.. .
INFO: Created TensorFlow Lite XNNPACK delegate for CPU.
WARNING: All log messages before absl::Initializelog() is called are written to STDERR
WeBes e0:88:1745565423.380462 832 inference feedback manager.cc:114] Feedback manager reguires a model with a single signature inferen
1886 86:08:1745565423 . 469148 3044 inference_feedback manager.cc:114] Feedback manager requires a model with a single signature inferen
WARNING:absl:Compiled the loaded model, but the compiled metrics have yet to be built. “model.compile metrics® will be empty until you tra
* Tip: There are .env files present. Install python-dotenv to use them.
WARNING :werkzeug: * Debugger is actiwve!
INFO:werkzeug: * Debugger PIN: 329-645-842

Pucynox 3.5 — Log 3amycky nporpamu

e 2) Biakpuru Oynp-skuii Opaysep (Chrome, Firefox, Opera ado Microsoft Edge)
3a TIOCWJIaHHSM, SKe BKazaHe B PAaKy *Running on*, tTa mobauyuTH pe3ynbrar.

30BHIINIHIN BUTIIAI OJATKY 300paskeHo Ha puc.3.6.



Expected Letter
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Pucynox 3.6 — 30BHIIIHIN BUTJISA POTPaMu

PosznizHaBanus mudpu 4 306paxkeHo Ha puc.3.7.

Expected Letter
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Pucynox 3.7— Po3mnizHaBaHHs 3BUYaitHOT udpu

Po3nizHaBaHHS HEYITKO HaMaIbOBAHO1 JTiTepH A 300pakeHOo Ha puc.3.8.



Expected Letter

A

Pucynok 3.8— Po3nizHaBaHHs HEYITKO HAMaJIbOBAHOT JIITEPH

3.3.2 TectyBaHHs, Baialis Ta olliHKa e(EeKTUBHOCTI aJITOPUTMY

J1st o1iHKM €(hEKTUBHOCTI alNropuTMy OYyJIO MPOBEAEHO HU3KY €KCIIEPUMEHTIB
y KOHTPOJbOBaHUX yMoBax. OCHOBHa MeTa MoJsiraja y BU3HaY€HHI TOYHOCTI pO3Ii-
3HABaHHS, CTAOLIBHOCTI POOOTH CUCTEMH Ta Yacy BIATYKY.
1. YMoBH nmpoBeaeHHS:
o Ob0nagHanHs: BeO-kamepa 3 po3uUTbHOIO 31aTHICTIO0 1280%720 mikceniB, me-
pcoHanbHUN KoM toTep 3 mpoiiecopoM Intel Core 17-11800H ta 32 I'b O3I1.
o Ilporpamue 3a0e3me4eHHs: cucreMa peaiizoBana Ha Python 3.9 3 Bukopu-
ctanHsMm 010mi0Tek OpenCV 4.5.5 ta TensorFlow 2.8. BeO-intepdeiic pos-
po6usieno Ha Flask 2.0.
o OcBiTJIeHHS: Ty4YHE OCBITICHHS 0€3 PI3KUX MepenaiB SCKPaBOCTi.
o MOH: ONHOPIAHMI CBITIIMI QOH Oe3 pyXOMHUX 00’ €KTIB.
2. TIpoTOoKOJ TeCTYBAHHS:
o MJns koxknoro cumBony (K, j, z, i, Q) Bukonano 10 noBToOpeHb.
o CUMBOJIM MaJIIOBAIKUCh MOCIIJOBHO 3 May3010 2 CEKYHIU MIXK CITPOOaMHU.
3. Kpurepii oniHkKu:

o YcmimHa cmpoda: CUMBOJ PO3IMi3HAHO MPABUIIBHO 3 MEPILIOTo pasy.



o HeBmasa cmpo6a: cucreMa MoBepHYJIa HEMPAaBWIBHUA CHMBOJI a00 HE BHU-
BeJla pe3yJIbTar.

o TouHicTh: CriBBITHONICHHS BAAJIO BUKOHAHUX CIIPOO 10 HEBIATHUX.

Pe3yabTaTH eKCIEPUMEHTY

Pesynbratu TectyBaHHS npeAcTaBieH] y Taommii 3.1:

Tabmuus 3.1 Pe3ynbratu TecTyBaHHS

Yenimui HeBaaJi
Cumsoa | | - TounicTn
| crpoou | crpoou
| | |
' k | 8 | . | 80%
lifij s 7, VARNEF | 0%
(ARG Y710/ N \IKRELAD N0,
(i J/APNCS . AN Y WPV VN . \Y _
2 L 6 | 4 | 60%
WA,/ 10\ 0 100% |

3arajbHa TouHicTh: 82% (41/50). Huxxde HaBeneHO 300paykeHHs iHTepdeicy

M1 yac po3mnizHaBanHs K, j, z, i, Q Ha puc.3.9-3.14

Expected Letior
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Pucynok 3.9-3.14 — CkpiHIIOTH Iporpamu, 1o po3misHae K, |, z, 1, Q

AHaJi3 pe3y/ibTaTiB
Bucoka TouHicTh A5 cumMBoJIiB *z* Ta *Q* (100%):
o Z: yHIKallbHA 3Ur3aromno/iioHa (opma 3MeHIIy€e UMOBIPHICTb [Ty TAHUHH.
o Q: YITKUI 3aMKHYTHI KOHTYP 13 XBOCTUKOM JIETKO 1I€HTU(DIKYETHCS.
HHomuuaxu aas *k* ta *j*:
o Kk — r: HmkHs et *k* yacto HeOCTaTHRO PO3pPOOIISITACS, IO TIPU3BO-
JTAJIO JIO CXOYOCTI 3 *r¥*.
o J — g: Kparka HaJl *J* iHTepnpeTyBaJach SIK YaCTUHA 1HIIOTO CUMBOJY
yepes MBUAKUAN PyX PYKH.
Husbka TouHicTs ais *i* (60%):
o BeprtuxanpHa niHis 6€3 Kpanky cucTeMa cripuiimana sik *1%.
o IlpobGnemMa BuHUKIIA Yepe3 HENOCTATHIO Yy TJIMBICTh 0 APIOHUX JeTalen
(HampuKIIal, Kpanku).
Jlxepesia moxudoxk
Oco0MBOCTI MOYEPKY:
o Haxwun, po3mip cUMBOJTY Ta MIBUAKICTH MATFOBAHHS BILUTUBAIOTH HA SKICTh
KOHTYPIB.
OoOMexeHHs1 OiHapu3aiii:
o AJIaITUBHHI MOPIT HE 3aBXKAU €PEKTUBHUI MPU 3MIHHIN SICKPABOCTI.

Ilym y kaapi:



p—

o Haith He3HaUHI pyxu (HOHY MOKYTh CTBOPIOBATH TOMUJIKOB1 KOHTYPH.
VY Tabnuii 3.2 MOPIBHIOIOTHCS Pe3yJIbTaTH CTBOPEHOI CHUCTEMH 13 BXKE 1CHYIO-

YUMH PIILICHHSIMH:

Tabmuug 3.2 [TopiBHAHHS 3 iCHYHOUMMHM PillIeCHHAMM

ITapamerpu Mos cucremaAirScript [17]RetinaNet ResNet-50 [18]

To4HicTh 82% 85% 79%

[
Bumoru no 113  Husexki Cepenni Bucoxi

IlepeBaru cucremmu:
OnTtumizoBaHa po0oTa 3 HU3bKOIO PO3ALTBHOIO 3aTHICTIO KaMep.
MiHimMasbH1 3aTPUMKH 3aB/IsIKA €PEKTHUBHIM HOpMaJIi3allli JTaHUX.
I[Mpono3uiii ajst onTuMizamii
. BaockoHaJileHHsI cerMeHTauii:
o BnpoBamxenns anropurmy Watershed i TOUHIIIOTo po3/aiJIEHHS Mepe-
KpUBAIOYMX KOHTYPIB.
. AlanTuBHA OiHaApU3aLis:
o Bukopucranus Otsu’s method 111 TuHAMIYHOTO BUOOPY MOPOTY SICKpa-
BOCTI.
. KoHTekCcTHe po3ni3HABAHHA:
o IHTerparisi MOBHUX MoJeJiei 151 KOPEKIi1 HOMUJIOK Ha OCHOBI MOCIIIJI0-
BHOCTI CHMBOJIIB.
. KaniopyBanus intepdeiicy:
o JlomaBaHHS IHCTPYMEHTIB JJIs1 KOPUTYBAHHS Yy TIMBOCTI 10 PO3MIPY CUM-

BOJTY Ta MIBUAKOCTI PyXY.



BUCHOBKHA

VY mporieci BUKOHaHHS KBali(ikaiiiHoi poOoTH OYyJI0 IPOBEACHO KOMILJIEKCHE
JOCTIPKEHHSI METOIB 11eHTU(IKaIli TEKCTy 3a pyXamMH PyKH, MpOoaHalli30BaHO CY-
YacHI MIIX0IH JI0 PO3ITi3HABAHHS KECTIB Ta pO3pOOJICHO aJITOPUTM, KU peai3ye 1o
(GYHKITIOHATBHICTD.

OCHOBHI pPe3yJIbTaTH Ta BUCHOBKHU:

1. Anamni3 iCHyrOUHX TEXHOJIOT1H

BusiBieHo, mo Tpaauiliiai MeTOAH (HAIPHUKIIad, TOPOroBa CErMEHTAITis, BUIi-

nennst o3nak HOG/SIFT) edyekTHBH1 y KOHTPOJIBOBAHUX YMOBAX, aJie MalOTh 00-

MEXXEHHSI MpPU 3MIHI OCBITJIEHHS a00 (QoHy. Meroau TJIMOMHHOTO HaBYaHHS

(CNN, LSTM) 3a0e3neuytoTh BUILY TOYHICTb 3aBASKA aBTOMaTUYHOMY aHAJII3Y

IIPOCTOPOBUX 1 YACOBUX XapPaKTEPUCTUK PYXIB, IO POOUTH iX O1NIbII aJanTHUB-

HUMH JI0 peaJbHUX YMOB.

2. Po3pobxka cuctemu
CTBOpPEHO MOJYJIbHY apXITEKTYpy MPOrPaMHOro 3a0€3MeUeHHS], sIKa BKIIIOYAE:
o 3axoruieHHs Ta nomnepenHio 00pooky BigeonotToky (OpenCV, MediaPipe
JUTSL TPEKIHTY PYK);
o CermeHTarlito CUMBOJIIB Ta (POpMyBaHHS BX1IHUX BEKTOPIB JUIsl HEHPOH-
HOT MEpPEeXKI;
o Knacudikamiro pyxiB 3a gomomororo CNN Ha ocHOBI 0a3u JgaHHX
EMNIST.
3. ExcnepuMeHTallbHI pe3yabTaTh

TecTyBaHHS MOKa3aio 3arajbHy TOYHICTh 82% Yy po3Mi3HABaHHI CUMBOJIB (Ha-

npukian, *z*, *Q* — 100%, *1* — 60%). Haii01y1p1111 BUKJIMKY BUHUKIIN Yepe3

IIYMH, 0COOJIMBOCTI MOYEPKY KOPUCTyBaya Ta HEJOCKOHAIICTh O1HapHU3allli 30-

Opa’keHHSI.

4. Onrtumizarlisi Ta MepCreKTUBU

3anponoHOBaHO MUISIXH ITiIBUIICHHS €()eKTUBHOCTI:



o Bnposamxkenns anroputmiB Watershed Ta agantuBHOT OiHapu3arii
Otsu’s method 1t moKpaleHHs cerMeHTaIlli;
o Buxopuctanas LSTM ans aHanizy 4acoOBUX 3aJI€KHOCTEN PyXiB;
o IHTerpaiiro KOHTEKCTHOTO PO3Mi3HABAHHS JJIs1 3MEHILIEHHS KIJIbKOCTI MO-
MUJIOK.
5. IlpakTryHa 3HAYUMICTH

Po3pobnenuit anroputm Moxe OyTH BUKOPUCTAHUM Y THTEPAKTUBHUX CUCTEMAX

JUTSL JTFOICH 3 0OMEKEHUMH MOKIIMBOCTSIMHU, B OCBITI1, IHAYCTpii JOIaTKOBOI pe-

anpHOCTI Tomo. Moro rHydka apXiTeKTypa JI03BOJIS€ afalTyBaTH CUCTEMY JI0

PI3HUX YMOB €KCILTyaTarii.

OTtpumaHni pe3yiabTaTH MIATBEPKYIOTh JOLUIbHICT BUKOPUCTAHHS T10pUIHUX
MIJIXO0/IB, 110 MOEIHYIOTh KIIACUYHI METOAN 0OpOOKH 300pakeHb 13 TIIMOMHHUM Ha-
BUAHHSIM, JJISI CTBOPEHHS €(DEKTUBHUX CUCTEM 1JIeHTU]IKAIIIT TEKCTY 3a pyXaMHU PYKH.
[Tomanpiui AOCHIHKEHHS CIIiJT 30CEPEANTH Ha ONTUMI3ALll] NPOAYKTUBHOCTI Ta PO3LIH-

PEHHI MATPUMKH 0araToMOBHHX 0a3 JTaHUX.
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JIOJIATKH
JIOJIATOK A

Knac nmst po60TH 3 HOJOTHOM 1711 MAJTIOBAHHS

# Immopryemo OpenCV njsa poboru 13 300paxeHHSIMU
import cv2
# Imnopryemo NumPy mjs po6oTM 3 MacHBaMM
import numpy as np
# Imnopryemo Matplotlib mna Biszyaniszsauii mesxmux 300paxeHb
from matplotlib import pyplot as plt
# ImnopTyeMO TuIM IJsa aHoTauiil GyHKUiM
from typing import List, Dict, Tuple, Set
class DrawingCanvas:
def 4F N Y Sl Wiy NS LodighTa s
# CTBOPIEMO UOPHE [IOJIOTHO
self.canvas = np.zeros((width, height, 3), dtype=np.uint8)
# KoopImMHATHM MONEPEenHbBOIl TOUKM IJIS MaJiioBaHHS JiiHii
S£ 148 1 55 @ K/ =INSPre
EE0EA 3 Py iy SO e
def draw line(self, x: int, y: int, color: Tuplelint, int,
int] N f (2985340825 5), sifaess/Aint = 20) :
# SAxmo nonepenHi KOOPIMHATU 1CHYITH
if self.prev x is not None and self.prev y is not None:
# Masmoemo JiiHio
cv2.line(self.canvas, (self.prev x, self.prev y),
Ehern )}, 'eOMO Wk zie )
self.prev x, self.prev y = x, y # OHOBIKOEMO nomnepenHi ko-
opOMHAaTU
def clear(self):
self.canvas[:] = 0
A’ Ql car_gpueVEoclid i
self.prev_x = None
self.prev_y = None
def get canvas(self) -> np.ndarray:
return self.canvas

def get single letter(self) -> np.ndarray:
gray canvas = cvZ.cvtColor (self.canvas,
cv2.COLOR BGR2GRAY) # IlepeTBOopreMO y rpazauil ciporo
resized canvas = cv2.resize(gray canvas, (28, 28),

interpolation=cv2.INTER NEAREST)

# 3Bminowemo posMmip Ha 28x28

flattened array = resized canvas.flatten() # IlepeTBoOpoEMO
y 1D macus

return flattened array

def print data array(self, flattened array: np.ndarray) :

s = ','".join(map(str, flattened array))
# ToToBUM Macup OJd NoJaui y HerpoMmepexy
print (s)

def get several letters(self) -> List[np.ndarray]:
# IlepeTBOplEMO 300paxeHHa IOJsS BUOijeHHS OYyKB



gray canvas = cvz.cvtColor (self.canvas,
CV2.COLOR_BGR2GRAY)

# I[eperBoproeMo y rpanmauii ciporo

ret, thresh = cv2.threshold(gray canvas, 0, 255,
CV2.THRESH_BINARY)

# Bimapmszauis

img erode = cv2.erode(thresh, np.ones((3, 3), np.uint8),
iterations=1)

# BupajsigeMo yMu

# OTpuUMyeMO KOHTYPU

contours, hierarchy = cv2Z.findContours (img erode,
cv2.RETR TREE, cvZ2.CHAIN APPROX NONE)
letters = []

for idx, contour in enumerate (contours) :

(x, y, w, h) = cv2.boundingRect (contour)

# BM3HaAUAEMO KOOPAVHATHU Ta PO3Mipu OyKBU

if hierarchy[0] [idx] [3] == -1:
# IlepeBipgemo, UM e BO0BHIMHIM KOHTYP
letter crop = gray canvasly:y + h, x:x + w]
# Bupizaemo OYKBY
size max = max(w, h)
# Bm3HaAuaeMO MaKCHMaJIbHY CTOPOHY KBalpaTa
# CTBOpPHOEMO KBaIpaTHe 300paxeHHS OyKBU
letter square = 255 * np.ones(shape=[size max,

size max], dtype=np.uint8)

if w > h: # dAxmo 6ykBa mmpma, HIiX BuIa
y PaSLSlsize max’' /N 2 /40 /8%
letter squarel[y pos:y pos + h, 0O:w] =
1§t T \c gy
elif w < h: # fdxmo OykBa Buma, Hix mmpma
peeROS = size maxa N2 Srga e 2
WEREES: SaFEine (U A PSS 0 of NG -
letter crop
else: # Axmo BykBa kBampaTHA
I (h S s G (P) EEREPC 10 D
# Iomaemo OYKBY Yy CIMCOK (X—-KOoopIMHaTa + caMme 30-
OpaxeHHS)
letters.append((x, cvZ.resize (letter square, (28,
28), interpolation=cv2.INTER AREA)))
# CopryemMo OYyKBM 3a Iix MNO3MIII€0 Ha IMOJOTHI
letters.sort (key=lambda x: x[0])
letters array = [letter[l] for letter in letters]
# MacuB 300paxeHb OykB (28x28)
return letters array
def show leters(self, letters array: List[np.ndarray]):
fig, axes = plt.subplots(l, len(letters array),
figsize=(len(letters array) * 2, 2))

if len(letters array) == 1l: # fAxmo omHa OyKBa, NepPeTBOPI-
€EMO axes Yy CIUCOK
axes = [axes]

# Ilepebupaemo OyKBU



for

plt.

ax, letter img in zip(axes, letters array):
# BimobBpaxaemo sBo00paxeHHS Yy BiOTiHkax Ciporo
ax.imshow (letter img, cmap='gray')

ax.axis ("off") # Bumamngemo oci

show () # Ilokas3yemo pesyJabTaT



JIOJIATOK B

Knac mist pobotu 3 Helipomepekero

import os # Momynb nJig poBoTuM 3 omepallirHon cucTemon (dbarnu,
MJIAXM TOUO)
import cv2 # BifGmioTexa myisa poOOTM 3 KOMII'ITEPHUM B0POM
import numpy as np # Bifmniorexa nmis pofoTM 3 MacuBaMM Ta MaTpPU-—
UAMM TaHUX
import pandas as pd # Bibmniorekxa mnna poboTm 3 maHuMu y dopmaTi
TadJINLb
import matplotlib.pyplot as plt # Momysnb IOyigs CTBOPeHHS rpadixkim i
Bisyamniszanii maHux
from PIL import Image, ImageDraw, ImageFilter # BiGsioTeka znnus
poboTu 13 300pPaXeHHAMU
# Momysib IJigs 3aBaHTaXeHHS Ta CTBOPEHHS HEMpPpOMEpeXeBUX MOIeJlel
from tensorflow.keras.models import Sequential, load model # type:
ignore
# llapu 109 3TOPTKOBUX HEWpOMEepex
from tensorflow.keras.layers import Conv2D, MaxPooling2D, Flatten,
Dense, Dropout # type: ignore
# OyHKIL1sS IJg INEepeTBOPEHHS MIiTOK y KaTeroplajibHl B3HAUEHHS
from tensorflow.keras.utils import to categorical # type: ignore
from data.config import train data folder, emnist labels # Ilnaxu
0O HaHUX
# IMIopTyeMO TMIM OJjig aHoTauii dyHkuin
from typing import List, Tuple
class GestureWriter:
detf i@\ [ flss]f «g@d#foing \data foldexQgl & Ngh i~y
self.model = None # Momesb HelpoMepexi (3a 3aMOBUYBaHHSIM
None)
self.get model (training data folder) # 3aBaHTaxyemo abo
Hap4YaeMO MOIeJIb
# self.test model (training data folder) # IllepeBipka MO-
neni

def get model (self, training data folder: str):
# Inax mo damny Momesii
model file =
f"{training data folder}\\emnist cnn model.h5"
# IlepeBipsgemo, um icHye s0epexeHa MOIEJb
1f os.path.exists(model file):
print ("3aBaHTaxyemMo paHille HaByeHY MOIEJNb...")
self.model = load model (model file)
# BaBaHTaXyeMO MOIEJb
else:
print ("HaBuaemMo HOBY MoOOeJb...")
# llngx mo Galyly HaBUYAJIbHUX IOaHUX
train file = f"{train data folder}
\\emnist-byclass-train.csv"
# lnax mo daniy TeCTOBUX IaHUX
test file = f"{train data folder}



\\emnist-byclass-test.csv"
model file = "emnist cnn model.h5"
# lnax nns 30epexeHHs MozeJsi
# BaBaHTaxyeMO HOaH1 IJid HaBYaHHS
X train, y train = self.load emnist data(train file)
# BaBaHTaxyeMO OaHl OJiS TeCTyBaHHS
X test, y test = self.load emnist data(test file)
num classes = len(set(y train)) # KinexicTe xyacise
(YH1KAJIBHMX MI1TOK)
# IlepeTBOpPEMO MIiTKM B KaTeropiasnbHi

y train categorical = to categorical(y train,
num classes=num classes)
y test categorical = to categorical (y test,

num classes=num classes)
# CTBOpPHOEMO MOIEJb
self.model = Sequential ([
Conv2D (32, (3, 3), activation='relu',
input shape=(28, 28, 1)),
# Tepumii 3TOPTKOBUM WAP
MaxPooling2D( (2, 2)),
# llap ninBubipkwm
Conv2D (64, (3, 3), activation='relu'),
# IpyTmii 3TOPTKOBUM wWAp
MaxPooling2D((2, 2)),
# llap ninBmOipxm
Flatten(),
# TlepeTBOPEMO HmaHl1 B ONHOMIPHMIM BEKTOP
Dense (128, activation='relu'),
# TIoBHOS3B'43HMI map
Diaop o UL YWErsy’ .,
# llap perynapuzanil (B1OKJWOUYEHHS [NOJIOBMHM HENWPO-—
HiB)
Dense (num classes, activation='softmax')
# BuxinmHwmy map 3 KiJbK1CTO HEMPOHIB = KiJBKOCTI
KJjlacis
1)
# Kommimgauisg mMozmesii
self.model.compile (optimizer="'adam',
loss="categorical crossentropy', metrics=['accuracy'])
print ("llouMHaeMO HaB4YaHHA...")
# HaBuaemMo Momesb
self.model.fit (X train, y train categorical,
epochs=10, batch size=128, validation data=(X test,
y _test categorical))
# 30epiraemo mMozmesb
self.model.save ("emnist cnn model.h5")
print (f"Monmesne 30epexeHo y ¢ann {model file}")

def test model (self, training data folder: str):
# llngax mo Ganmyy TeCTOBUX OAHUX
test file = f"{training data folder}\\emnist-byclass-
test.csv"
X test, y test = self.load emnist data(test file)



# Ouinka Momesil Ha TeCcTOBUX IaHUX
loss, accuracy = self.model.evaluate (X test, y test)
print (f"TecTroBuit loss: {loss}, TounicTe: {accuracy}")

def load emnist data(self, data path: str) ->

Tuple[np.ndarray, np.ndarray]:

print (f'3aBanHTaxeHHa nmaHux 13 {data path}...')

df = pd.read csv(data path, header=None) # UuTaHHA HaHUX
i3 CSV-pamnny

y = df.iloc[:, 0].values # MiTku kJjaciB (mepmmii CTOBIIELL)

X = df.iloc[:, 1l:].values # PemrTa CTOBMII1B — OikceJil

X = X.reshape (-1, 28, 28, 1).astype("float32") / 255.0 #
HopmMmamniszaiis

return X, y

def show sample images(self, X: np.ndarray, y: np.ndarray,

number: int, num samples: int = 5):
t = 0 # JIiunnbHUK BUBEINEHUX 300paxeHb
for i in range(len(X)):
if y[i] == number: # {dxmo MiTka 300paxenua 306irTaeTnhcs

i3 3amaHon

image = X[i].reshape (28, 28).T # IlepeTBOPIEMO B
28x28 (EMNIST BMKOPMCTOBYE Lel po3Mip)

plt.imshow (image, cmap='gray') # BimoBpaxaemo 30—
OpaxeHHS

# BarosioBok 13 MiTkOD

plt.title (f"TecToBe 300paxeHHs, MiTka: {y[i]} -
{emnist labels[y[i]]}")

plt.show () # I[lokaszyemo 300paxeHHI

t += 1

if t == num samples:
# Sxmo BUBemeHO MOTPiBOHY KijgbkicTh 300paxeHb
break

deff regognizegletter(selfyfdata: ‘Lysulint]™ SATuple(str,
float]:
# [porHOo3yeMO MIiTKYy IS 300paxXeHHS
prediction =
self.model.predict (self.normalize image (data))
predicted class = np.argmax (prediction)
# BHaxomuMo iHmexc HaNBiJjsbll MMOBipHOTO KJjacy
confidence = np.max (prediction)
# BneBHeHiCTL y NpPOTHOS31
return emnist labels[predicted class], confidence
# IloBepTaemo JiTepy Ta BIEBHEHIiCTH

def normalize image (self, data: List[int]) -> np.ndarray:
image data = np.array(data)
# TlepeTBOpPOEMO HOaH1 B numpy MacwuB
image data = image data.reshape (28, 28)
# IlepeTBOpPOEMO B PO3Mip 28x28
image data = image data.astype("float32") / 255.0
# Hopmanizyemo 300paxeHHS



image data = np.expand dims (image data, axis=-1)
# IomaeMO pPO3MipHICTH IJid KaHAJTy

image data = np.expand dims (image data, axis=0)
# Iomaemo pos3MipHicTh mynsa naprTii

return image data.T

# [oBepTaeMO TPAHCIOHOBAHE 300pPaxXeHHS

def recognize letters(self, data: List[List[int]]) ->

Tuple[str, int]:

s = T

for e in data:

s += self.recognize letter(e) [0] # PosnisHaeMO KOXHY

OyKBY Ta HOOOAEMO B PAIOK

return s, 0 # I[oBepraemo pamox i 0, mo6 Bimgnorine OyJsa
cxoxa Ha recognize letter



JIOJIATOK B

Kitac nms posmnizHaBaHHS KECTiB

# Bibmiorexa mia poboTm 13 300paxeHHAMM Ta Bimeo

import cv2

# Insa poBoTu 3 MacCUBaMU

import numpy as np

# Bibjnioreka myig xoMmml'ITEPHOTO 30pYy, BKJIOUAKYM PO3INi3HABAHHA PYK
import mediapipe as mp

# IMnopTyeMO TuUNM IJd avoTainii oyHkuim

from typing import List, Dict, Tuple, Set, Optional

class HandTracker:
def  init (self, min detection confidence: float = 0.8,
min trzgCKHngy gOn Ll IS Jirl s, IEie
# BUKOPMUCTOBYEMO pilleHHsS IJiS PO3MNi3HABAHHA Pyk y MediaPipe
self.mp hands = mp.solutions.hands
self.hands = self.mp hands.Hands (
min detection confidence=min detection confidence,
min tracking confidence=min tracking confidence
)
self.mp draw = mp.solutions.drawing utils # BMKOPMCTOBYEMO
YTUI1TYy IJi9 MaJIoBAHHS Ha 300paxeHHSX
def get finger position(self, frame: np.ndarray) ->
Optional [Tuple[int, int]]:
h, w, = frame.shape
# OTpumyemo po3Mipu 300paxeHHI
frame rgb = cvZ.cvtColor (frame, cv2.COLOR BGR2RGB)
# I[epeTBopieMO 300paxeHHa y dopmaT RGB
results = self.hands.process (frame rgb)
1f results.multi hand landmarks:
for hand landmarks in results.multi hand landmarks:
index finger tip =
hand landmarks.landmark[self.mp hands.HandLandmark.INDEX FINGER TI
P]
X, y = int(index finger tip.x * w),
int (index finger tip.y * h)
return x, Yy
return None

def fist detect(self, frame: np.ndarray) -> bool:
# OOpobyssemo 300paxeHHs OJIS BHAXOIXKEHHS PYK

results = self.hands.process (cv2.cvtColor (frame,
CVZ.COLOR_BGRZRGB))
if results.multi hand landmarks: # [AKmWO 3HaOEHO PYKM

for hand landmarks in results.multi hand landmarks:
# self.mp draw.draw landmarks (frame,
hand landmarks, self.mp hands.HAND CONNECTIONS)
tips = [
self.mp hands.HandLandmark.INDEX FINGER TIP,



mcps

]

self
self
self

=1
self
self
self
self

is fist
Lo p.,

nanbisg IepeBipsemMo,

He BUMKOHYETBCH,

.mp hands
.mp hands
.mp hands

.mp hands

a1 ppt

mcp in zip(tips,
Yy MOTO KI1HUMK HMWXYE OCHOBU

.HandLandmark.
.HandLandmark.
.HandLandmark.

.HandLandmark.
.mp hands.
.mp hands.
.mp hands.

HandLandmark.
HandLandmark.
HandLandmark.

[Ipunyckaemo,

mcps) :

MIDDLE FINGER TIP,
RING FINGER TIP,
PINKY TIP

INDEX FINGER MCP,
MIDDLE FINGER MCP,
RING FINGER MCP,
PINKY MCP

mWo Le KyJak
# IIsia KOXHOTO

if hand landmarks.landmark[tip].y <
hand landmarks.landmark[mcp].y:

2 iEE

e He KyJak

break

False

# dxmo xoua © oIHa yMOBa

Ny s A 1st [TIT Me GG adlsc

return False

def is thumb up (self,

frame:

np.ndarray)

-> bool:

# OOpobBiyseMo 300paxeHHS IJ9 3HAXOIKEHHS PYK

results
cv2.COLOR BGR2RGB))

if results.multi hand landmarks:
# Sxmo 3HaAMOEHO PYKH
for hand landmarks in results.multi hand landmarks:

# self.mp draw.draw landmarks (frame,

hand landmarks,

self.mp hands.HAND CONNECTIONS)

self.hands.process (cv2.cvtColor (frame,

landmarks = hand landmarks.landmark
# OTpuMyeMO KOOPAMHATM BCixX TOUYOK Ha pyuil

thumb tip
.mp hands.HandLandmark.THUMB TIP]
thumb cmc
.mp hands.HandLandmark.THUMB CMC]
index tip
.mp hands.HandLandmark.

landmarks[self

landmarks|[self

landmarks|[self

index mcp =

landmarks[self

landmarks|[self

landmarks|[self

ring tip

landmarks[self

ring mcp

landmarks[self

.mp hands.HandLandmark.
middle tip
.mp hands.HandLandmark.
middle mcp
.mp hands.HandLandmark.

.mp hands.HandLandmark.

.mp hands.HandLandmark.

pinky tip =

landmarks|[self

.mp hands.HandLandmark.

pinky mcp =

PINKY TIP]

INDEX FINGER TIP]
INDEX FINGER MCP]
MIDDLE FINGER TIP]
MIDDLE FINGER MCP]
RING FINGER TIP]

RING FINGER MCP]



landmarks[self.mp hands.HandLandmark.PINKY MCP]
# IleperipsgeMO, UM BEeJMKMUIN [ajlellb BUIE MOT'O OCHOBU
thumb up = thumb tip.y < thumb cmc.y
# IlepeBipsgemo, um iHmi nansui 3irHyTi
fingers folded = (
index tip.y > index mcp.y
and middle tip.y > middle mcp.y
and ring tip.y > ring mcp.y
and pinky tip.y > pinky mcp.y
)
if thumb up and fingers folded:
retusnegiiaue
return False
return False
def write text on canvas(self, frame: np.ndarray, text: str,
Xx: int, y: int):
cv2.putText (frame, text, (x, y), cvZ2.FONT HERSHEY SIMPLEX,
AV L i oa T Sy o 1. TNE AR )



JIOJIATOK T

["osoBHMI KJ1aC JIOTIKH IIpOrpaMu

import cv2 # ImmopT 6ibiniorexm OpenCV nysa oOpobkxy 300paxeHb Ta
Bimeo

from logic.workWithHand.GestureWriter import GestureWriter # Iwm-
IOPT KJlIaCy IJiS PO3RINi3HaBaHHS TEKCTY HeVPOMepPEeXelo

from logic.workWithHand.HandTracker import HandTracker # ImnopT
KJlacy IJig BlOCTEeXeHHS IIOJIOXEHHS PYK

from logic.canva.DrawingCanvas import DrawingCanvas # Imnopt
KJIACy IJIS MAaJIOBAHHS Ha IIOJIOTHI

from data.config import train data folder # ImMmopT wnaxie mo Qan-
niB xoHGirypauii

class AirWritingApp:
dgt, It o [ TP

self.cap = cv2.VideoCapture(0) # BigkpuTTsa BimeomnoToky 3
KaMepr 3a 3aMOBYYBAHHAM

self.tracker = HandTracker () # Iminiamisauis Tpekepa pyk

self.canvas = None # 3MiHHa g [OJIOTHA, Ha gKOoMy Oyie
MAaJIOBA TUC S

self.writer = GestureWriter(train data folder) # Ininia-
Jisalnisag pol3mil3HaBada XeCcTiB

self.is write = True # Ilpanop OJs8 BKJIOYEHHS/BUKJIIOYESHHS

pPeXrMMy MaJllOBaHHA

def set is write(self, value: bool):
self.is write = value

def generate frames (self):
while True:

ret, frame = self.cap.read() # UmMTanHg Kampy 3 Bilmeo-
IIOTOKY
if not ret: # fxwo KaIp He OTPMUMAHO, BUXOIMUMO
break
frame = cv2.flip(frame, 1) # II3epkanbHe BimoOpaxeHHS
300paxeHHsa 10 TOPMB3OHTAaJIl
h, w, = frame.shape # OTpumyeMO po3Mipu Kadpy
if self.canvas 1is None: # 4KmO NOJIOTHO Il HE CTBO-
PEHO, CTBOPIEMO MOTO
self.canvas = DrawingCanvas (400, 400)
i1f (not self.tracker.fist detect (frame)) and
self.is write: # fAKWo KyJak He BUABJIEHMM 1 MaJloBaHHA yBiMKHeHe
finger pos =
self.tracker.get finger position (frame) # OTpuMyeMO KOOPIMHaTH

BKA31BHOTO Malblldg
if finger pos:
# Axmo KOOPIMHATHM MaJjibllgd BHaMmeHi
x, y = finger pos
# BUTATYEMO KOOPIMHATU
self.canvas.draw line(x, vy)



# MasoeMo J1iHil0 Ha TOJIOTH1 MO KOOPpAMHATAX
else:
self.canvas.clear prev ()
# SAxwo KyJjak BUSABJIEHUM, OUMIyEMO IONEepPenHl KOOpAMHATH
canvas_img = self.canvas.get canvas/()
# OTpuMyeMO 300paxeHHs MIOJIOTHA
# IleperipseMo kiNbKiCTb KaHaN1B (YHMKAEMO [IOMMJIIKM

OpenCV)
if len(canvas img.shape) == 2: # fAxmo 300paxeHHA [O-
JIJOTHa B TI'pamaunisx ciporo (1 kaxHag)
canvas bgr = cv2Z.cvtColor (canvas img,

cv2.COLOR _GRAY2BGR) # IllepeTBOopreMO B 3 KaHajM (KOJBOPOBe 300pa-
XKeHHH)
else:
canvas bgr = canvas img # fAxmo 300paxeHHA BXe KO-
JIbOPOBE, MNPOCTO BUKOPUCTOBYEMO MOTO

# PosMipm mnojioTHa

ch ,” ewy O r=fcanvas” bgr™ shape
x offset = (w - cw) // 2
y offset = (h - ch) // 2

# BCTaBJISEMO IIOJIOTHO IO LEHTPY

frame[y offset:y offset + ch, x offset:x offset + cw]
= canvas_bgr

# Konm nmis BimmpaBxu 300paxeHHS y BUIJISOL IOTOKY

_, buffer = cv2.imencode('.Jjpg', frame) # Komyemo
Kamp y dopmaTr JPEG
frame bytes = buffer.tobytes() # IleperBopremMo B OalTu

IoJigs BiOmpaBKM IO Mepexi
yield (b'--frame\r\n'
b'Content-Type: image/jpeg\r\n\r\n' +
frame bytes + b'\r\n') # Binnpaska kxazpy fAk u"acTuHu HTTP-
BimmoBimi



JIOJIATOK T

JonomixH1 PyHKITIT

from logic.AirWritingApp import AirWritingApp # IMIOPT OCHOBHOTO
KJlaCcy HOpoTrpaMy IJig MaJIloBaHHS B NOBI1Tpil

# Imnopr 6ibmiorex Flask mis CcTBOpeHHs BeO-HOOATKY

from flask import Flask, Response, jsonify, render template,
request

# Iniuianisania Flask momaTky

app = Flask( name , template folder="../templates",

static folder="../static")

# CTBOPHOEMO €K3eMIJIAp IOONaTKYy HOJiS MAaJIOBaAHHSA B IIOB1iTpi

app instance = AirWritingApp ()

@app.route('/")
def index () -> str:
return render template('index.html')
# BinmoBpaxeHHS T'OJIOBHOL CTOPiHKM 3a IONOMOTOK WabJIOHY
@app.route ('/video feed')
def video feed() -> Response:
# Tenepauis kampiB 1 nepemavya ix 9K B1IE€ONOTOKY
return Response (app instance.generate frames(),
mimetype="'multipart/x-mixed-replace; boundary=frame')

@app.route('/clear_canvas', methods=["'POST'])

A hepd Be aNBRNY ()| —> o
app_instance.canvas.clear () # OummaemMo IOJIOTHO
return '', 204 # IloBepTaeMO NOPOXHI BimmoBinb

Gapp.route('/get letter', methods=['POST'])

dell "ge iy \1 eI \Vl S UK

# BMBOIMMO pPO3MNizHaAHY OYKBY B KOHCOJb
print (app instance.writer.recognize letter (app_ instance.canvas.get
_single letter()))

return '', 204 # IloBepTaeMO NOPOXHI BimmoBinmb
Qapp.route('/set is write', methods=['POST'])
def set is write() -> str:

is write = request.get json().get('is write', False) # Orpu-
My€EMO 3HaueHHA npanopa 3 JSON sanmurty

app instance.set is write(is write) # BCTaHOBJIEMO Npanop Ma-
JIIOBAHHS

return '', 204
@app.route('/get letters', methods=['POST'])
def get letters() —-> Response:

if app instance.canvas 1s None:

return jsonify({'error': 'Canvas is not initialized'}),

500 # IloBepTaeMo MNOMMJIKY, SKIIO IIOJIOTHO He ixiunianmizomBanHo

# OTpumyeMO pesyJibTaT PO3Mi3HaBaHHA OnHiel OYyKBU

result, confidence =
app_instance.writer.recognize letter (app instance.canvas.get singl
e letter())

# OTpuMyeMO Pes3yJibTaT PO3Mi3HaBaHHA KiJbkKoxX OYKB



result, confidence =
app instance.writer.recognize letters(app instance.canvas.get seve
ral letters())
return jsonify({'letter': str(result), 'confidence':
float (confidence)}) # IoBepTaemo JSON 3 pel’ysbLTaTOM



Jlexiapaiiist MO0 YHIKAJIBHOCT1 TEKCTIB POOOTH
Ta HEBUKOPUCTAHHS MaTepiaiiB IHIIKUX aBTOPIB O€3 MOCUIIaHb

JNEKJIAPALISA

PO TOTPUMAHHSI aKaJeMIqHOI TOOPOYECHOCTI
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Tlosnicmio exaszyemucs [1IB ma cmamyc (nocada 0ns npayisHuxis, oceimms (0ceimubo-Haykosa) npoepama — 0is 3000yeauie euwoi oceimu)

M0 HWXYE MIAMUCANACH/MIMUCABCA, PO3YMIIOUM Ta  MIATPUMYIOUH
3araJbHOBM3HAHI 3acajiy CIPaBENIUBOCTI, TOOPOUYECHOCTI Ta 3aKOHHOCTI,

30b0B’SA3YIOCb:

JOTPUMYBATHUCA HPUHUUIIB Ta MPaBUI aKaJEMIYHOI J10OpPOYECHOCTI, IO
BU3HAUEHI 3aKOHOJIABCTBOM YKpaiHM, JIOKaJbHUMH HOPMATUBHMMH aKTaMU
JIOHEebKOTO HallOHAJIBHOIO YHIBepcuTeTy iMeHl Bacuis Cryca, mojgoKeHHSIMH,
npaBuiamMHi, YMOBaMH, BU3HAYCHHMH 1HIIMMHU Cy0’€KTamMH, Ta HE JIONYCKaTH iX
NOPYUIEHHS.

HIATBEP/KYIO:

10 MEHI B1JIOMI 1OJI0OXKeHHs cTaTTi 42 3akoHy Ykpainu «IIpo ocBiTy»;

0 y JaHid poOOTI HE MPEeACTABIUIA/MPEACTABISAB YUiCh POOOTH MOBHICTIO
a00 yaCTKOBO SIK CBOI Bi1acHI. TaM, Jie 1 CKopucTanacs/CKOPUCTABCs MPallCto 1HIIHX,
s 3p0o0uIIa/3pO0UB BIIMOBIIHI TOCHJIAHHS Ha JKepea iH(popmartii;

o0 JaHa poOoTa He mepenaBaiach 1HIIUM 0co0aM 1 MOJAETHCS BIEpINE, HE
MOPYIIY€ aBTOPCHKMX Ta CYMDKHHUX IpaB 3akpilieHuX cTtartsmu 21-25 3akonHy
VYkpainu «IIpo aBTOpChKE MpaBo Ta CyMiXHI MpaBa», a AaHl Ta iHbopmallis He
OTPUMYBAJIUCH B HEJO3BOJICHUI Cc1IOCIO.

YCBIJOMJIIOIO:

o 1151 poboTa Moxe OyTH MepeBipeHa YHIBEpCHUTETOM Ha miariaT ado 1HII
MOPYIICHHST aKaJeMIuyHOI JOOPOYECHOCTI, B TOMY YHCIl 3 BHUKOPHCTAHHIM
CHeliagi30BaHuX CEpPBICIB;

[0 y pasil MOPYIICHHSI aKaJeMIYHO1 JOOPOYECHOCTI, 10 MEHE MOXYTh OyTH
3aCTOCOBaH1 MpolEaypH, TepeadadeHi 3aKoHOAaBCTBOM YkpaiHu Ta Kopexcom
aKkaJeMIvyHO1 10OpOYECHOCTI Ta KOPIOPATUBHOI €TUKH JJOHEIIbKOTr0 HallIOHATBHOTO
yHiBepcuTeTy iMeH1 Bacwist Ctyca, iHITUMU JTOKaJbHUMH HOPMATUBHUMH aKTaMH
YHIBEPCUTETY, Ta S MOXY OYyTH NPUTITHYTA/MPUTATHYTUH OO aKaJeMiuHOl
BIJIIIOBIIAJILHOCTI.

0 zeples 2005 w

(nara) (mmiarmc)




