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AHOTANIA

Bosmnens I1. C. EMnepiuHe 10CaiIsKeHHsSI aJIrOPUTMIB MAIIUHOTO HABYAHHS /IS
cTparerii moaeHHoi TOpriBji ninauMu nanepamu. CrneniansHicts 113 «I[Ipuknanna
MaTeMaTuKa», chemiamszaiis «MareMatuyHe Ta KOMIT'IOTEpHE MOJIEIIOBAHHS.
JloHenpkuii HallloHaIbHUH yHiBepcuTeT iMeHi Bacuns Cryca, Binnuns, 2025.

VY kBamidikaiiiiHiii poOOTI MPOBEICHO EMITIPUYHE JOCIIKEHHS e(PEKTUBHOCTI
QITOPUTMIB MAITMHHOTO HABYAHHS Yy KOHTEKCTI MOOYJOBH TOPTOBHUX CTpaTeriil Jjist
I10ICHHOT TOPTiBJIl [IHHUMH nanepaMu. OCHOBHOIO METOIO JOCIIII)KEHHS € BUSIBJICHHS
MojIeTieH, 110 3a0e3MedyI0Th HalKpally MPOTHOCTUYHY 3[aTHICTh MPU MOJEIIOBaHHI
(pIHAaHCOBMX 4YaCOBUX psIIB 3 ypaxyBaHHSAM iX BHCOKOI  BOJATHJIBHOCTI,
ABTOKOPEJIALIIIHOL CTPYKTYpHU Ta OCOOIMBOCTEH PUHKY.

Y poboTi pO3MISIHYTO KJIaCH4HI METOAM aHanmizy vacoBux psaiB (ARIMA,
EKCIIOHCHITIMHE 3TJIa/DKYBaHHS), a TAKOXK CydJacHI alrOPUTMH MAIIMHHOTO HABYAHHS:
rpanientauii Oyctunr (LightGBM, XGBoost), LSTM-Mepexi, T0TiCTUYHY perpecito Ta
kinacudikaTopy Ha OCHOBI JiepeBa piiieHb. [IpoBOAMIOCH KOAYBAaHHS TEXHIYHHX
iHaukaTopiB, Takux sk RSI, SMA, EMA, BoJIaTUIBHICTh, Ta (OPMYBaAHHS I1JIOBOI
3MIHHOI 7151 MOJICNTIOBaHHS HANIPSMKY PYXY IIIHH.

3a pe3yapTaraMy eKCIIEPUMEHTIB BCTAHOBJIEHO, 1110 HaWOUIbIN 30a1aHCOBAaHUMU
32 TOYHICTIO MPOTHO3Y Ta CTAOIBHICTIO € MOJEN Ha OCHOBI IPaiiEHTHOrO OyCTHUHTY
(LightGBM). Mogeni LSTM mnpomeMOHCTpyBaJid MMOTEHIlIA], IPOTE BUMAararoTh
PETENBHINION0 HATAIITYBAHHS Ta OUIBIIMX 00YMCITIOBAILHUX PECYPCIB.

Pesynbrati  mOCHIDKEHHS MOXYTh OyTH BUKOPUCTaHI TMpU  po3poOiri
QITOPUTMIYHHUX CTPATETid TOPTiBIi, a TaKOXK y (PIHAHCOBIN aHAMITHIN JJIST TATPUMKHU
OPUNHSATTS PILLICHb.

KitouoBi cnoBa: MaliMHHE HaBYaHHS, ITOPUTM, MOJIEJIb, HEHPOHHI MEPEXi.

33 ¢., 11 tabn., 11 puc., 0 nox., 30 mxepern.



ABSTRACT

Volynets P. S. Empirical study of machine learning algorithms for daily
securities trading strategies. Specialty 113 “Applied Mathematics,” specialization
“Mathematical and Computer Modeling.” Vasyl Stus Donetsk National University,
Vinnytsia, 2025.

This thesis presents an empirical study of the effectiveness of machine learning
algorithms in the context of building trading strategies for daily securities trading. The
main objective of the study is to identify models that provide the best predictive ability
when modeling financial time series, taking into account their high volatility,
autocorrelation structure, and market characteristics.

The thesis considers classical methods of time series analysis (ARIMA,
exponential smoothing), as well as modern machine learning algorithms: gradient
boosting (LightGBM, XGBoost), LSTM networks, logistic regression, and decision
tree-based classifiers. Technical indicators such as RSI, SMA, EMA, volatility were
coded, and a target variable was formed to model the price movement direction.

The results of the experiments showed that models based on gradient boosting
(LightGBM) are the most balanced in terms of forecast accuracy and stability. LSTM
models demonstrated potential but require more careful tuning and greater computing
resources.

The results of the study can be used in the development of algorithmic trading
strategies, as well as in financial analytics to support decision-making.

Keywords: machine learning, algorithm, model, neural networks.
33 p., 11 tables, 11 figures, 0 appendices, 30 references.
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BCTYII

CyvacHuil (iHAaHCOBHUIM PUHOK XapaKTEPU3YETHCS BHCOKOIO BOJIATWIIBHICTIO,
iH(popMaIiiiHOI0O HACHUYCHICTIO Ta MIKPOCTPYKTYPHUMH edeKTaMu, SKI poOJIATh
MIPOTHO3YBAaHHS AUHAMIKH I[1H I[IHHUX TAINepiB CKIATHUM, ajie HaI3BUYAIHO BAKIIUBUM
3aBaaHHsM. IllomenHa TtopriBas  (iHTpameW  TpeHAWHI) cTajga OJHIEID 3
HalaKTyaJpHIUX (POPM CIEKYJIATUBHOI aKTMBHOCTI, OCKIJIBKH JO3BOJISIE Tpeiaepam
BUKOPHCTOBYBAaTH KOPOTKOCTPOKOBI KOJHMBAHHS IiH JUII OTPUMaHHA MpuOyTKy [1, c.
35].

3 MOSIBOIO BEJIMKUX MAacHUBIB O1p>KOBHUX JAHHMX Ta 3pOCTaHHSAM OOYMCITIOBAILHUX
MO>KJIMBOCTEH, MalllMHHE HAaBYaHHS IMOYAJI0 BIAIrpaBaTU MPOBIAHY POJb Y MOOYIOBI
TOPTrOBUX CTpPATErid. AJITOPUTMH MAIIMHHOTO HABYaHHS JI03BOJISIIOTH aHAJI3yBaTH
CKJIQJH1 HEJIHIMHI 3aJeKHOCTI MK PUHKOBUMH O3HAaKaMH, 3HAXOJUTU NPUXOBaHI
nmaTepHd Ta aJanTyBaTUCSA [0 3MIH CepeloBHINA O3 TMOTpedu y KOPCTKOMY
nporpamyBaHHi nipasui [2, ¢. 11; 3].

[Ipu 11boMy, ycITilIHE 3aCTOCYBaHHS MAIIMHHOTO HABYAHHS Y TPEUIUHTY BUMArae
HE JIMIIE PETeTbHOro midopy MOeNe, ane i yBaXKHOI MIATOTOBKU JaHUX, 00pOOKU
4acoBUX pAliB, (OPMYBaHHS LIIHOBUX 3MIHHMX Ta BUOOPY PpEJIEBAHTHUX METPHUK
OI[IHIOBAHHS.

AKTyaJIbHICTh T€MH 3yMOBJIEHA MOTPEOOI0 B EMITIPUYHOMY HOPIBHSIHHI PI3HUX
KJaciB aJroOpMTMIB — BiJI KJIACHYHHUX (JIOTICTHYHA perpecis, aepeBa pillicHb) 0
cydyacHux riubokux mozenci (LSTM, XGBoost) — y peamicTHYHAX yMOBaX MO CHHOT
TOPTIBIIL.

Mertoio 11i€1 poO0TH € TOOY10BA Ta EMITIPUYHE TTOPIBHIHHS MOJIEJICH MAITMHHOTO
HaBUYaHHA JUIsl TPOTHO3YBAaHHSI KOPOTKOCTPOKOBOI JWHAMIKM I[IH Ha I[IHHI Tamnepu,

BUKOPUCTOBYIOUYM 1CTOPUYHI Oip>k0BI1 nanHi. OcobiuBy yBary Oyne HNpUJIIJIEHO SKOCTI



Kkiacudikali HapsSAMKY pyxy LIHK B M&XaX OJHOTO TOProBOTO JHS Ta 1HTepIpeTalii

pE3yIbTaTIB MOJICITIOBAHHS.

JIJ1s1 JOCATHEHHSI MeTH Tiepe10a4yeHO BUKOHAHHS TAKUX 3aB/IaHb:

® [IPOBECTH OIS CYYaCHUX QJITOPUTMIB MAIIMHHOTO HaBYaHHS, IO
3aCTOCOBYIOTHCS y (DIHAHCOBOMY MPOTHO3YBaHHI;

® TIATrOTYBAaTH AATaCET IOJACHHUX TOPTOBUX JaHUX;

e pecani3yBaTH JIeKUIbKa MoJieJiel 3 pi3HUX KiaciB (JiHINAHI, aHCamMOJIeB,
HEHPOHH1);

® [IPOBECTH MOPIBHSIBHUI aHami3 €PEeKTUBHOCTI MOJEJIEe 3a OOpaHHUMHU
METpPUKAMH.

IIpeameTomM AOCHIIKEHHS € METOAM 1 MOJEJl MAaIlMHHOTO HAaBYaHHS, IO
3aCTOCOBYIOTHCA Ui MOOYA0BU HIOJEHHUX TOPIOBUX CTpaTeriii Ha (POHIOBOMY PUHKY.

O06’exkTOM I0CIIKEHHS] € MOJICII TPOTHO3YBaHHS (hPiHAHCOBUX YaCOBHUX PSIIIB,
MPEAMETOM — 3aCTOCYBaHHS aJITOPUTMIB MAIIMHHOTO HAaBYaHHS y II0ACHHIN TOPTOBiii
CTparerii Ha OCHOBI ICTOPUYHUX O1pP)KOBHX JaHUX.

[IpaktiyHe 3HaYeHHs poOoTu TnonArae y (GOpMyBaHHI MPHUKIATHOTO
IHCTPYMEHTApPIIO0 JIJii aBTOMATHU30BAHOTO aHaII3y PUHKY IIHHMUX TArepiB, 10 MOXKE
OyTH BHUKOpHCTaHHMM SK 0©0a30Ba OCHOBa Uil TOOYJOBH TOProBux OOTIB abo
pPEKOMEHAIIMHUX CUCTEM.

CTpykTypa po00TH CKIaIaeThCcsa 3 TPHOX PO3AUTIB. Y TEpHIoMy poO3Iidi
PO3IUIIHYTO TEOPETUYHI OCHOBU MPOTHO3YBAaHHS (DIHAHCOBMX PHHKIB, BKIIIOYAIOUU
METOJM aHali3y YacOBUX Ps/IB, AJTOPUTMIYHI MIAXOAUM Ta TEXHIYHI 1HIUKATOPH.
Jpyruii po3ai1 IPUCBSIUEHO OTJISATY KIACHYHUX Ta Cy4YaCHUX MOJEJIEeH MpOTrHO3yBaHHS
IiH. Y TpeTbOMY PO3/A1Il BUKIAJIEHO €KCIIEPUMEHTAIbHY YAaCTUHY: MiJITOTOBKY JAaHUX,

HaBYaHHs MOJeJeH, OLIHKY pe3yJbTaTiB Ta backtesting ToproBux crpareriii.



PO311J1 1. TEOPETUYHI OCHOBH OUIHKU BE3IIEKU OB’EKTIB
KPUTUYHOI IHOPACTPYKTYPU

1.1. OcobsmmBoOCTI iHAHCOBUX YACOBUX PAIIB

BropsiikoBana MmOCTIJIOBHICTh 3HA4€Hb, OTPUMAHMUX Y PI3HI MOMEHTH 4Yacy,
Ha3UBAEThCA YAaCOBUM psiioM. Y (DIHAHCOBIM cdepl YacoBl psau 3a3BUYaid
MPEACTABIISIIOTH 3MIHY LIH aKI[ii, 00CATIB TOPriB, 1HAEKCIB TOUIO 3 IEBHUM 1HTEPBAIOM
yacy (Hampukiaji, eHb, TOJMHA, XBUINHA TOIO) [4, c. 22].

OCHOBHUMU XapaKTepUCTUKaMH (P1HAHCOBUX YACOBUX PSAJIIB € HEPIBHOMIPHICTD,
BOJIATWJIBHICTh, CE30HHICTb, TPEHIM Ta aBTOKOPEIbOBAHICTh, @ TAKOK AHOMAaJIbHI
30UIBIIICHHS, CIPUYMHEH] 30BHIITHIMHU TOMISIMU, TaKUMH SK €KOHOMIYHI HOBUHH Ta
iHTepBeHlli. Yepe3 1e TpaauiiiiHl CTATUCTUYHI MOJIETl 4acTO HE AAlOTh JOCTATHHO
TOYHHUX IMPOTHO3IB JIJIS 3aBJIaHb, ITOB’3aHUX 13 TPEUIMHIOM 3 BUCOKHMH YaCTOTaMH [ 7,

c. 41].

YMOBHO, ICHY€ TpH KaTeropii KIIaCHYHUX METOJIIB aHaJI13y YaCOBHX PSIB:

e Jlimitini aBtoperpecuBHi Mojeni: ARIMA (AutoRegressive Integrated
Moving Average), sika BpaxOBYy€ TPEHAM Ta aBTOKOPENIII0, €
Hanmommpenimo. ARIMA mnpatroe 1o0pe utsi cTarioHapHUX psiiiB a0o
PAIIB, K1 MOKHA qUdEpeHIIi0BaTH, 100 cTaTu cTarioHapHUMH [6, c. 85].
s monens posmmproeTbes SARIMA (Seasonal ARIMA), sika BpaxoBye
ce30HHI eneMeHTH. TuM He MeHII, ciMelicTBO ARIMA mopereir oOMekeHe
CKJIAQJHUMHU HEJIHIMHOCTSAMU Ta HE BpaxoBye€ 30BHIIIHI (akTopu

(manmpukian, ARIMAX).



e Exkcnonenmiitne 3riamkyBanHas (ETS): Ileit metom 3ocepemkyeThCcsi Ha
CE30HHOCTI Ta TpeHJaxX, Hajgalouyd OUIbIIy yBary OCTaHHIM
cnocrepexenusMm.  ETS-momem, xo4a  BOHM  TPOCTi,  YacTo
BUKOPHUCTOBYIOTHCS JIJIS1 KOPOTKOCTPOKOBHX MPOTHO31IB 1 MOXKYTh CITYKHTH

OCHOBOIO JIJIs1 TOPIBHSIHHS CKIIAIHIIHIX aaropuTmiB [7, ¢. 109].

e MeTonM YacTOTHOTO  aHali3y: BeHBIeT-aHa3 ab0o0  JUCKpETHE
2

neperBopeHHs Pyp’e (DFT) BUKOPUCTOBYIOTHCS JIJ1sl MOUITYKY IPUXOBAHUX

LMKJIIB Y YaCOBHX psifax. BUCOKOUAaCTOTHI KOJIMBaHHS, SIK1 3y CTPIYAIOTHCS

B IHTPaJICHHUX CEPIisSX, BAMAraloTh BUKOPUCTAHHS TaKuX MeTO/IiB [8].

e PO3BUTOK KOMIT'IOTEPHOI TIOTYXHOCTI Ta TMOfBa BEIUKUX OOCSIIB
PUHKOBUX JaHUX MIPUCKOPUIIM IHTETPALIil0 METO/11B MAIlIMHHOTO HAaBYaHHS,
K1 34aTH1 MPaIOBaTH 3 BEJIMKUMHU Ta HETIHIMHUMU YaCOBHUMH PsaMu.
Heiiponni apxitektypu tuiy Temporal Convolutional Network (TCN),
noBri kopotkoudacoBi nam’sti (LSTM) 1 pekypeHTHI HEHPOHHI Mepexi
(RNN) aemMOHCTpyIOTh CKJIaJHI 3aJ€XKHOCTI y 4acl, 5Kl NEePEBUILYIOTh
MOJKJIMBOCTI KIIJACHYHMX CTaTUCTUIHHX Mozaeei [9; 10].

Takum 4YMHOM, aHaji3 YaCOBUX Ps/IIB € OCHOBHUM €TarioM MOOYJI0BU TOPTOBOL
mozeni. Bubip merony Takoxk 3ajeXHUTh BiJ THIY PUHKY, YaCTOTH CHOCTEPEXKEHB 1
IiIJIeH IPOTHO3YBAHHS, TAKWX SIK HAIIPSIM 3MI1HHU, TOYHE 3HAYCHHS I[IHU TOIIIO.

1.2. AaropurmivHi cTparerii y moeHHiil TopriBi

UYepes BUCOKHMI pIBEHb HIYMY, HENIHIWHICTH 1 HECTAOLIBHICTh YaCOBUX PSIiB
BaXKKO MPOTHO3YBATH TPEHIM Ha (iHAHCOBOMY PHUHKY. JIJis MpOTHO3yBaHHS pyXy IiHU
I[IHHUX TanepiB BUKOPHUCTOBYETHCS KUIbKA KJIACIB MOJIEIEH, BIJ CTAaTUCTUYHHUX IO
CydaCHHUX alropuTMiB MamuHHOoro HauanHs [11, c. 28]. Koxen kmac mae cBoi

nepeBar Ta HeJJOJIIKH BIJIOBIIHO IO CTPYKTYPU JAHUX 1 METH MPOTHO3YBAHHSI.



Mopeni sIKk CTaTUCTUYHI, TaK 1 eBPUCTUYHI1

PanHe mociniikeHHsI pUHKOBUX TPEH/IIB 0a3yBajocs Ha BUKOPUCTaHHI KOB3HUX
cepentix (MA), inaukaTopiB MomMeHTy (Hanpukiaa, RST abo MACD), a Takox MeToIiB
TEXHIYHOTO aHai3y, SKi BUKOPUCTOBYIOTh ICTOPUYHI 3aKOHOMIPHOCTI I[IHH 3aMICTh
po3poOKku MatemaTu4dHOi Mojeni [12, ¢. 15]. Taki MeToau mpocCTi JJis PO3yMiHHS, ajie
BOHHU PIJKO JTalOTh CTaOUIbHI BUCOKI pe3yJIbTaTH HA peaibHUX PUHKaX 0€3 10JaTKOBO1
ONTUMI3AIII].

Krnacuuni Mosieni MalmmHHOTO HaBYaHHS, TaKl K

e JlorictuyHa perpecisi — 1€ METO/I, IKUH BUKOPUCTOBYETHCS AJI O1HAPHOT
KaTeropii HanpsSMKy PyXy IIIHU (3pOCTaHHs abo MajiiHHA);

e Meroa onopHux BekTopiB (SVM) no0pe mpaitoe 3 BEIMKUMHU JTAHUMH,
0COOJIMBO fJIpamu;

e Cnyuaiinuii mic, abo Random Forest, 3axuinae Bif mepeoOydYeHHs Ta
JI03BOJISIE BPaXOBYBATH 3B’ s13kM Mixk o3Hakamu [13, ¢. 93].

{1 Mozmeni MOXyTh OOpOOIATH OaraTo O3HAK, TAKUX SIK TEXHIUHI 1HIUKATOPH,
MaKpOIOKa3HUKNA, HOBUHHI cuTHaM Tomo. OJHAaK BOHM HE BPAXOBYIOTH YacOBY
CTPYKTYPY JaHUX, SIKIIIO HEMAE SIBHOI MOOY/IOBH JIATOBUX 3MIHHUX.

AHcaMO0JIeB1 METO/IM: Cy4acHI aHcamOJieBi Mozedi, Taki sk XGBoost, LightGBM
1 CatBoost, cTBOpIOIOTH CHJIBHUN MOPEAUKTOP 3a JOTMOMOTOI JEKUIBKOX CIIA0KUX
Mojienelt (epeB pinieHb). 3aBASKH CBOiN e()eKTUBHOCTI Ta THYYKOCTI BOHH € OJJHHUMH 3
HAWUMOIIMUPEHIIIUX BUOOPIB U1 AIrOPUTMIYHOTO TPEHAMHIY, 1 BOHM MalOTh BHCOKY

TOYHICTH IIpH 00poOII TabauuHuX HaHux [14].

Heliponni Mepexi 3 maM’sITTIO MOKYTh €()EKTUBHO BPaXOBYBATH CKJIQIHY YaCOBY
3aNIeKHICTh (PIHAHCOBUX UacOBHX psAiB. HemiHiliHI AWHAMIKM Ta JIOBrOTpPUBAI

3aJ1€)KHOCTI y q)iHaHCOBI/IX HOCJ'Ii,Z[OBHOCTHX MOJXHA BHABHUTH 34 JOIIOMOI'OIO TAKHUX
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texHoJorii, sk GRU, noBri kopotkouacosi nam’siti (LSTM) 1 pekypeHTHI HEHpOHHI
mepexxi (RNN) [15]. 1D-CNN i Temporal Convolutional Networks (TCN), ski
BUKOPHUCTOBYIOTH YaCOBI1 PSAJIU K CUTHAJU, TAKOXK CTAJU MOMYJISIPHUMHU.

Tpanchopmepu ais wacoBux psaiB, Taki sk Temporal Fusion Transformer ado
Informer, moemHyrOTH TIEepeBarm pPeKypeHTHOI OOpOOKH Ta CaMOCIIOCTEPEKEHHS. Y
¢dbiHaHCOBOMY MOJICITIOBaHHI BOHHM Kpailll, HI’K KOHKYPEHTH, aji¢ BOHHM BHUMAararoTh
BEJIMKHX JIaHUX 1 O0UHCITIOBAILHUX pecypciB [16].

BHKOpHUCTOBYIOTBCSI TAaKOX TIOpUIHI METOJIM, TaK1 K IMOEAHAHHS KiIacTepu3arlii
(K-Means, DBSCAN) asist BUSIBJIIGHHSI PUHKOBHUX CTaHIB 1 MOAJBIIOTO MPOTrHO3YBAHHS
KOKHOT'O BUy CTaHy 3a JIOIIOMOTO0 okpemMoi mojeini. KackaaHi Mmoiesni Takox MOXYTh
OyTH abTepHATUBOIO, OCKUILKM BOHU CIIOYATKY KJIACU(DIKYIOTh HAIPsIM PyXy, a MOTIM
BU3HAYAIOTh BEJTUYUHY 3MIHHU.

Otxe, mpu BUOOp1 alNropuTMy mnepenadayeHHs TPEeH[IIB MOTPIOHO BpaxoBYBaTH
Taki (akTopH, SK THI JaHWX, TUN 3amadi (Kiaacu@ikaiis 49u perpecis), 4acoBy
CTPYKTYpY PHHKY, TOTpeOy B IHTEPIPETOBAHOCTI Ta HASIBHICTH OOYHUCITIOBAIBHUX
pecypciB. HaliepekTUBHIIMMHU I8 3ajad  IIOJCHHOI TOPTIBII, € IIBUIKICTh
00OYHCIIEHb 1 aJalTHUBHICTh € BaXKJIMBUMH, € aHCAMOJl Ta TJIMOOKI MOZEN, TakKl SIK

XGBoost, LSTM Ta ix koMO1HaIIi.

1.3. InauKaTOpU Ta MaTEPHU Yy TEXHIYHOMY aHATI3i

OagHuM 13 HAUMOLIMPEHIMX METOJIB TPEHAMHIY € TeXHIYHUW aHami3. Bix
0a3yeThCs HA MPUIMYIIEHHI, III0 PUHKOBA I[IHA MICTUTh yCl HEOOX1H1 JaHi, a ICTOPUIHI
NaTepHU MOBTOPIOIOTh PUHKOBI TeHAeHIT. [IpuxuinbHUKA €pEeKTUBHOTO PUHKY 1HO1
KpUTUKYIOTh Lei Meroa. OnHak y KOPOTKOCTPOKOBIM TOpPriBii, OCOOJIMBO B
IHTPAICHHUX CTPATETISAX, BIH € BAXJIMBUM JHKEPEIIOM O3HAK JJIsl MOJCINICH MAlllMHHOTO

HaBuaHH# [17, c. 51].
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TexHiyHl 1HAMKATOpH — 1II¢ (opMali30BaHi MaTeMaTH4HI IIpaBHIa, SKi
O0OYHUCITIOIOTHCS HAa OCHOBI ICTOPUYHHX JTAHUX, TAKUX SIK I[IHU, 0OCSITH Ta BOJIATWIBHICTD,
1 BUKOPHUCTOBYIOTHCS JJIs OI[IHKY MailOyTHHOTO PyXy PHHKY. Y MOBHO MOJKHA MO1TATH
iX Ha KiJIbKa rpyI:

[HauMKaTOpH TEHACHIIIT:

e Komu MoBa e mpo KOB3HE CEpeHE, SIKE 3TIIAKY€E MICIEBI KOJMBAHHS
1iHK, Horo HaszuBaroTh Simple Moving Average (SMA);

e Exponential Moving Average (EMA) — miBu/iiie pearye Ha 3MiHy TPEHIY,
HaJ[al04yy OUIbIIly Bary OCTaHHIM 3HAYEHHSM;

e PiBHicTh MK nBoMa EMA, BioMa sIK pyXJMBa CepelHs KOHBEPIEeHIIS
(MACD), € 03HaKOI0 ITEPETHHY TPEH/IIB.

OcuunsaTopu, siKi MOXKYTh BU3HaYaTH NIEpEnpoaax ado NepeKyIIeHICTh:

o Relative Strength Index (RSI) — e iHmekc, KMt OIIHIOE IMITYJIBC I[IHU B
miana3oni Big 0 1o 100, 3 kputuunumu piasmu 30 1 70 [18, ¢. 189].

e OcuusATOp CTOXaCTUYHOTO TUITY TTOPIBHIOE TTIOTOYHY IIHY 3 J1alla30HOM 3a
MIEBHUI TT€P10]1 Yacy;

e [lokaszunk Commodity Channel Index (CCl) mokasye BiAXUJICHHS I[IHU Bij
CepeHbO1 CTATUCTUYHOI BapTOCTI.

[HarKaTOpy BOIATUIIHHOCTI:

o Cepenniii po3mip kosmBansb (Volatility) Busnauaerbest Average True Range
(ATR);

e Bollinger Bands cTBoproloTh AMHAMIYHI KaHAIM 33 JOIMOMOI'OIO
CTaHJAPTHOTO BIIXWJICHHS BiJl KOB3HOTO CEPEIHBOTO.

[naukaTopu oocsTy:

e Cyma oOcsariB Ha Oamanci (OBV) — e 3arampbHa cyma oOCSTiB 3

ypaxyBaHHSM HaMpsIMKy pyXy LIHU;
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e Chaikin Oscillator — me mpuctpiii, sikuii Bifpi3HsA€ MIBHIKI Ta MOBUTBHI
METO/IM HAKOTIMYEHHS Ta PO3MOLTY OOCSTIB.

Y cydacHOMY MigXOAl i IHAUKATOPU BHUCTYMAIOTh K O3HAKU I MOJEJEH
MAaIIMHHOTO HaBYaHH, 1110 JI03BOJISIE IEPETBOPHUTH «PYyIHUN» aHaMi3 y popmaiizoBaHy
npoLeaypy, ab0 BOHH CKJIAal0Th OCHOBY Ui ITOOYA0BU MPaBUJI TOPTIBIII.

Tpelinepu 4acTO BHKOPUCTOBYIOTH TpadiuHi MaTepHH, SIKI CTBOPIOIOTHCS SK
YacTHHA IIIHOBOT TMHAMIKH, OKPIM 1HIUKATOPiB. HalBiqoMiIIl 3 HUX:

e [lpanop, BuMIIesn, TPUKYTHHUK 1 THIII TPEHI0BI (QIrypu MPOI0OBKEHHS

e Po3BOopoTH «rojioBa 1 IUJIeHi», «IOJBIAHA BEpIIMHA/THO», «4YallKa 3
PYUKOIO» € JOCTYITHUMHU.

e CBIYKOBI MAaTEPHU, TaKl K «MOJIOTY», IOTTIMHAHHSD) Ta «JI0XK1», MOXKYTh
BKa3yBaTH Ha 3MiHY CHJIM HONUTY abo mpomnosuttii [19, c. 223].

CyvacHi METOJU J103BOJISIFOTh ABTOMATHU3YBAaTH BUSBJICHHS rpadiuyHUX MaTepHIB
32 JIONOMOIOI0 METOIB KOMII FOTEPHOIO 30py, 3TOPTKOBUX Helpomepex adbo
aJITOPUTMIB KJIacTepu3allii yacoBux cermMeHTiB [20].

VY MammHHOMY HAaBYaHHI TEXHIYHI 1HIWKATOPH BHUCTYIAIOTh 1HPOPMATUBHUMHU
O3HaKaMH, SIK1 JOTIOMaraioTh MOJICISIM BU3HAUATH TPEHIH, (Da3su pHHKY YM aHOMAaJbHI
ctanu. KpiM TOro, BOHM CHPHSIOTH MIABUIICHHIO 1HTEPHPETOBAHOCTI PE3yJIbTaTIB
MOJIeJIl Ta 3MEHIIIEHHIO pO3MIpHOCTI AaHuX. Came TeXHIYHI 1HIUKATOPH CKJIAJar0Th
OCHOBY O3HAKOBOI'O MPOCTOPY B 0araThOX MPAKTHUYHUX JOCIIKEHHSIX (HAMpPUKIAI,

knacudikarisx SVM abo XGBoost) [21].
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PO3I1J1 2. IOCTAHOBKA 3ATAYI TA IIIAI'OTOBKA JTAHUX

2.1. ®opmyT0OBaHHA 32/1a4i MPOrHO3yBAHHS

Hns crpareriit moaeHHoi (1HTpaJeHHOI) TOPriBJl HAJA3BUYAHO BaKJIMBO
nepen0aunTH, K 3MIHATHCS IIHH [IHHUX MAanepiB y KOPOTKOCTPOKOBIM MEPCTIEKTHUBI. Y
[[bOMY BUIQJKy METOI0 HE € TOYHE NepeadadyeHHs aOCONIOTHOrO pIBHS LIHH, a
BUSIBJICHHSI HANPSMKY pyXy a0o TUIYy 3MIHU (HaNpUKIIAL, «3POCTaHHS» YU «IaIHHD)
MPOTSArOM OJHOTO TOPrOBOrO JAHS), 1100 Tpelaepu MOINIM NpUUMATH PILIEHHS PO

KYIIBIIIO a00 MpOJaK aKTUBY.

3aranom 3amada (QoOpMyNIIOEThCS SK MpobiieMa kiacuikaiii abo perpecii
4acoBUX PsAiB. Y 1bOMY ClLIeHapli BXIIHUMHU JIJaHUMHU € ICTOPUYHI KOTHUPYBaHHS
(manpukian, OHLC, siki 03Ha4aroTh BIAKPUTUN, BUCOKHUM, HU3BKHM 1 3aKpUTHH), a
I[IJTbOBOIO 3MIHHOKO € OYIKyBaHUW TpeHa abo MpuOYTOK 3a TEBHUM TOPU30HT
MPOTHO3YBaHHSI.
dopmamizalris 3a/1a49u:
Hexaii € piHaHcOBU1 YacoBuii psif;
D = {(xt, ) }i=1
7€ X; — BEKTOp O3HAK Ha MOMEHT yacy t, a y; — IJIbOBa 3MiHHA (HAIp. HAMPSIMOK
PyXy LIIHK B HACTyNHOMY 1HTepBai: +1 — 3poctanHs, 0 — cTabibHICTh, —1 — maAiHHSA).
[{ie — moOymyBaTu YHKITO IPOTHO3Y f: X; — Y;, KA HA OCHOBI ICTOPUYHUX JaHUX
J03BOJIMTH MepedadyaT HarpsiM 3MIHU I[IHU B MallOyTHbOMY .
VY it quruioMHii poOoTi Oyjie pO3TISHYTO Bl OCHOBHI MOCTAHOBKH 3a71a4i:
o Kiacudikamis (knacudikauis): Mozgenb MOBUHHA BU3HAYUTH, V SIKOMY
HaIpsIMKY 3MIHUThCS Ll1HA HA HACTyNHOMY Kpo1il. Lle moxxe 6ytu Bropy (1)

a60 Bam3 (0). Lle monermurye pimeHHs 010 BIAKPUTTS TO3UIIII.
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e Perpecis, — 1€ MNPOrHO3YBaHHA 3MIHM I[IHK B aOCOMIOTHOMY abo
BIJIHOCHOMY BHpa)X€HH1 (Hampukiaa, jorapudmigHa poxigHicTb). lLle
0COOJIMBO KOPUCHO IS aJalITUBHOTO YIPABIIHHS PU3HKAMH.

XapakTepUCTUKH 3aBJaHHs II0JICHHOT TOPT1BIi:
[HTpameii-nporio3 Mae HHU3KY OCOOJMBOCTEH, sIKIi HOTO  BIIPI3HSIOTH B
JOBTOCTPOKOBOTO MTPOTHO3YBAHHS:

e Husbkuii curnan/mym: KopoTKOCTPOKOBI IMITyJIbCH YacTO BH3HAYAIOThH
3MiHH I[IHH TIPOTATOM JIHS, IO YCKIIAJHIOE TIPOTHO3YBaHH: [22, c. 102].

e OOmexeHud ropu3oHT: [IporHo3u poOIATBCA HAa KOPOTKUM IPOMINKOK
yacy, HalpuKIaJ, KOJIM I[iHA Ha 3aKpUTTS 1 I[IHA Ha BIIKPUTTA
nepeadayarThes.

e HeoOximHiCTh BUCOKOT MIBUAKOCT: Mojeni mMOBUHHI OyTH TOYHUMH Ta
3MaTHAUMH TPOBOIMTH IIBUIKY iH(EpEeHIito B peajbHOMY daci [23].

e HecraOuipHICTh PO3MOILTY: OCKUIBKM HOBHHM, BOJATWJIBHICTH 1
MaKpOmo/ii 3MIHIOIOTh MOBEIIHKY PHUHKY, BaXKJIMBO OI[IHUTU CTIHKICTb
MOJIEII Ha PI3HUX ITIIMHOKUHAX JIAHUX.

Mera nossirae B po3poOIll Ta OIIHIN KUIBKOX MOJEJIeH MAIIMHHOTO HaBYaHHS IJIS
BUpILIEHHSI NpoOsiieMHu Kiacuikauii HAOpsIMKYy 3MIHM I[IHU MPOTSTOM OJHOTO JIHS.
[InanyeThCsi BAKOPUCTOBYBATH HACTYITHI BX1JHI O3HAKHU:

® TEXHOJOTiUHI iHAuKaTopH, Taki sk RSI, EMA ta MACD,

® ICTOpHWYHI 3HAYCHHS I[1H, TaK1 5K JIar¥ I[[IHU B MUHYJIOMY,

® iHIII MOXI/IHI XapaKTEPUCTUKH, TaKi K JOXIAHICTh 00 JeHHA BOJATUILHICTb.
JUiss eMITIpUYHOTO AOCHIKEHHs! OyAyTh BUKOPHUCTaHI JaHl MPO KOTUPYBAHHS LIIHHUX
nanepiB 3 garacety Stock prices.csv[30], sikuit MiCTUTB IOJICHHI 3HAYCHHS BIAKPHTTA,
3aKPUTTS, MAKCUMyMY, MIHIMyMy, 00csriB Toio. [ligpo3ain 2.2 MICTUTh JeTalbHUM

OIIMC IBOT'O ACIICKTY.



2.2. Onuc, cTpyKTypa i 3MicT HaGopy KaHUX

Jlst peanizariii 3aBgaHbs TPOTHO3YyBAHHS Y KOHTEKCTI II0/ICHHOT TOPTiBJIi IIHHUMH
narepaMl BUKOPHUCTOBYEThCS JlataceT stock prices.csv, SKWM MICTHUTh 1CTOPHYHI
O1p>KOBI1 J1aHi, 310paHi 3 BIAKpUTHX pKepen (Hampukiaa, Yahoo Finance a6o Quandl).
i mani penpe3eHTyIOTh KIaCUYHUN (DIHAHCOBUI YaCOBUH pAI 3 ACHHUM IHTEPBAJIOM
CTIIOCTEPEKEHb, IO JO03BOJISIE TPOBOAWTH EMITIPUYHE MOJCIIOBAHHS aJTOPUTMIB

MAalllMHHOI'O HABYaHHA B YMOBaAX, HaOIMKESHUX A0 pCaJIbHUX.

JlaTaceT MICTUTh TaKi OCHOBHI CTOBIIIII:

HasBa
KOJIOHKM

Onwuc

Date
Open
High
Low

Close
Volume

(moxcnuso)
Ticker

[aTa Toprosoi cecii
(dbopmart: YYYY-MM-DD)
LiHa BigKpuTTAa AHA
MaKkcumanbHa uiHa 3a
OeHb

MiHimanbHa uiHa 3a
OeHb

LiHa 3aKpuTTA gHA
Ob6csar Topris 3a AeHb
laeHTMdiKaTOp aKy,i
(AKWo Habip BKAOYAE
Ki/fibka aKTuBIB)

i 3minnHi Hanexats 10 OHLCV-dopmary (Open-High-Low-Close-Volume), sikwuii €

CTaHJapTOM Yy (piHaHCOBIN aHAJITHIII.

XapakTepucTrKa JaHUX

e UYacoBuii pgiama3oH: HalIp OXOIUTIOE KIIbKa MICSIIB a00 POKIB IOJCHHHUX

CIIOCTEPEkKEHB, L0 JI03BOJISIE TECTYBATH MOJIENI Ha pI3HUX (Pa3zax pUHKY (TpEH[,

¢beT, BOTaTUIBHICTS).

e UYacrora ganux: AeHHA (TOOTO OAMH 3aIKC = OJMH TOPTOBUM JICHB ).

e Tum aktuBy: akmii abo ETF (3amexno Bim mkepena 300py), MOXKIMBE

MIPEICTABJICHHS IEKIIPKOX IHCTPYMEHTIB.
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[Tonepenus Bizyamizallis JaHUX JTO3BOJISIE€ 3pOOUTH TaKi BUCHOBKH:
e [[iHu MarOTh YITKO BUPaKEHI NEPIOAH 3pOCTAHHS Ta CHA/IB.
e OO0csru TOpriB BapilOIOTHCS B 3aJI€KHOCTI BII BOJATHIBHOCTI PHUHKY.
e BincyTHi npomycku ab0 MOpOXKHI 3HAYCHHS Y KJIFOUYOBHX KOJOHKaX (a0o k ix
KUIBKICTh € HE3HAYHOIO ¥ MiAJIArae 3allOBHEHHIO).
JlorapudmiyH1 JOX1THOCTI:

Close;

= Close;_4

)

MOXXYTbh OYyTH BUKOPUCTaHI K I[IJIbOBA 3MIHHA y perpeciiiHux 3amadax adbo ass
dbopmyBaHHs O1HAPHOTO KJ1acy y KiacudikaiiitHux.
Jiist moOy10BM MOJIeNiel MalllMHHOTO HaBYaHHS 3 1bOTO JaTaceTy Oy1yTh 3reHepOBaHi
HACTyIHI TUIIU O3HAK:
e Jlarosi 3HaueHHs 11iH (Hanpukian, Close t-1, Close_t-2 Toro);
e Texuiuni inaukaropu:SMA, EMA, RSI, MACD, Bollinger Bands;
e Po3paxyHKOBI XapakTepUCTUKU: JIeHH1 JOX1THOCTI, BOJATUIBHICTh, CEPEIHIM
nianaszon (ATR);
e KareropianbHi 3MiHHI: JIeHb THXKHS, MICSIb TOIIO — JIJIT BpaXyBaHHS CE30HHHUX
e(eKTiB.
Takox Oyzae cpoOpMOBaHO ITLOBY 3MIHHY:
o Jlns knacudikamii: Target = 1, sxmo Close t > Close {t-1}, inakme O.
e Jlnsa perpecii: norapudmiyHa 10XiaHICTb I_t.
[Tepen mogavero 10 Mojei JaHi Oy Iy Th Mi/IJIaHI:
e Hopmami3alii (1Ji1 HeUPOHHUX MEPEK),

e 3ropraHHio y BuOipkoBi BikHa (rolling window),
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® PO3AUICHHIO HA TPEHYBAJILHY Ta TECTOBY BHOIPKHU Y MPOMOPITi, HAIPHUKIA,

70/30.
Taxum unHOM, StOCK_Prices.CsV € JocTaTHhO OaraTuM JKEPEJIOM ISl MOCITIOBAHHS
TOPTOBOi JUHAMIKH 3 BUKOPUCTAHHSIM CYYaCHHUX aJTOPUTMIB MAllTMHHOTO HABYaHHS.

2.3. O0po0Oka Ta iH:KeHepisi 03HAK

Y 3amayax MaIIMHHOTO HABUYaHHS SKICTh BXIIHHUX oO3HaK (features) wmae
BUpIIIAJIbHE 3HAYCHHS JIJIs1 OOy 10BU epeKTUBHOT Mojieli. [le 0ocoOnmBo akTyaibHO IS
(p1HaHCOBUX YACOBHUX DPSIB, 1€ PUHKOBI CUTHAJIM YacTO € CIA0KUMHU, a caml psiii —
HeCTaOUIbHUMHU Ta BUCOKOBOJIaTUIbHMMHU. Came ToMy eTan iHeHepii o3Hak (feature
engineering) € KpUTUYHUM Y MIOJEHHIM TOPriBJl IHHUMU [allepaMu.

[lepiuM KpOKOM € reHepallisi JJaroBUX 3HA4€Hb 111H, K1 Bi10OpakaloTh MUHYII1
CTaHU aKTHUBY:

Lag) = Close;_y, k=1,2,..,N
Ha ix ocHOBI1 po3paxoBYIOThCS IEHHI JOX1THOCTI:

B Close;
r, = log Closet_l)
AHAJIOTIYHO MOXYTh OYTH pO3paxoBaHi Jiard Ta npupoctr oocsris (Volume) abo ixmri
OHLC-napametpu.
JIist po31IMpEeHHsI 03HAKOBOI'O IMTPOCTOPY OYyJIM 0OOUYHUCIIEH] KIFOYOB1 TEXHIYHI

1HIUKATOPH, K1 TPAIULIIMHO BUKOPUCTOBYIOTHCSA B TPEHANHTY SIK CUTHAJU JJIs

MIPUAHSATTS PIIICHb:



IHgukaTop

CyTHicTb

SMA(n)
EMA(n)
RSI(n)
MACD

Bollinger
Bands

ATR

MpocTe KoB3He cepegHe
3a nnn gHis
EKCnoHeHLUjinHe KOB3He
cepenHe

IHAEKC BiAHOCHOT cnan
(Relative Strength Index)
PisHMUA mixk EMA(12) i
EMA(26)

BepxHA Ta HUXKHA MexKi:
pe + koy

CepeaHin icTUHHUI
AianasoH
(BonaTunbHICTL)

L1 inqukaTopu o04YMCIIeHO 3 BUKOpUcTaHHsIM Python-010miorek ta, pandas-ta abo

BJIacHUX QopMyJI, Ta A0JaHO 10 TabauIl ik okpemi o3Haku (RSI 14, SMA 10,

MACD _hist, BB upper, ATR 14 Tomio).

18

31 3miHHO1 Date 0yJjio CTBOPEHO KUIbKa 03HAK, 51Kl B1I0OpaXaloTh CE30HHI Ta HIUKJITYH1

edeKTu:

o day_of week — nensb Tmxus (0-4),

e month — micsup (1-12),

e is_month_end — OyneBa 3MiHHa, YM € JaTa OCTAHHIM JTHEM MICSIIS.
Taxki 3MiHHI JOIIOMAararoTh MOJIENI BPaXOBYBATH BIUIMB MICUXOJOTIYHUX €(PEKTIB
(HanpukIaa, TOHEAUIKOBI pO3MPoAaXi 4 "eeKT OCTaHHBOrO JAHA").

[{inmpoBa 3miHHa Oyia cpopMoBaHa y IBOX BapiaHTaX 3aJICKHO BIJ] THITY 3a/1a4i:

Jlns xnacudikarii:

Target, = {

Jlyist perpecii:

1, akuio Close; > Close;_4
0, akwmo Close; < Close;_4
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Close;

Target; = log Wel
t_

)

L{i71p He BKJIFOYAE 3HAYCHHSI MOTOYHOTO JHS, 1100 yHUKHYTH data leakage.
MacmtabyBaHHs O3HAK:
e Hopmamizaris (Min-Max scaling) 3actocoByBaiacs Jisl MOJCIICH, Uy TIIMBHX JI0
MaciTadiB (HeipoHHI Mepexi, SVM).
e Crannmapru3aiis (Z-SCOre) BUKOPUCTOBYBaJIAcs JIJ1si TOOYA0BH rpadikiB
O30Ty Ta MEPEBIPKU HOPMAIBHOCTI.
e Jlnsa nepeBonoionux moneieit (Random Forest, XGBoost) macmitaOyBaHHS HE
3aCTOCOBYBAJIOCS, OCKUJIBKM BOHM HEUYTJIMBI 10 MacCIITa01B.
[Ticns 06poOKH, (piHaTbHA HABYAIbHA MATPHULISI MICTHIIA:
e Onu3bKo 25-50 o3HaK (3a71€XKHO BiJ HA0OPY 1HIUKATOPIB),
e 00poOeHi mpomycku yepe3 forward-fill abo BumaneHns Ha Mmo4aTky psay,
® BIJICOPTOBaHMH MO Yacy JaTaceT, pO3/IJICHUI Ha TPEHYBaJIbHY Ta TECTOBY
BUOIpKU B XpOHOJIOTIYHOMY TIopsiKy (train/test split 6e3 mepeminryBanHs).
[mxenepis 03HaK A03BoJIMIIA TpaHCPopMyBaTH HEOOPOOIIEHI O1PKOBI IaH1 y
HACHYCHUH 03HAKOBHM MPOCTIP, 3MaTHUN IMiATPUMATH HAaBYAHHS IIIMPOKOTO CIIEKTPY

MoJieel — BiJ MPOCTUX JIHIMHUX JI0 CKJIATHUX TIMOOKMX HEMPOHHUX MEPEK.

2.4. ®opmyBaHHs WiJ1bOBOI 3MiHHOL

[{impoBa 3MiHHA, 200 IIJTLOBA 3MIHHA, € BAXKJIMBOIO YACTHUHOIO OYIh-SKOI MO
IPOrHO3yBaHHS, OCKUIKM BOHA BU3HAYAE, IKY MOBEAIHKY MU OYIKY€EMO BIJl MOJEN —
KiacuQiKyBaTH, perpecyBaTy a00 BUSHAUUTH KOHKPETHY MoAit0. DopMyBaHHS HITHOBO1
3MIHHOI B MPOTHO3YBaHHI IIOJIEHHOI TOPTiBJII I[IHHUMH TMalepaMu 3aJ€KUTh BiJ TUITY

3aj1a4i: Kiaacudikariii yu perpecii.
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[IpenBunanHs MailOyTHHOTO PyXY LIHU aKTHUBY € OJIHIEIO 3 OCHOBHUX CTpaTerii
TpelauHry. 3 1i€i MOCTAaHOBKU 3a/1adyi MOXXHA CTBOPUTH MPOCTY JABOKJIACOBY ILIJIHOBY
3MIHHY:

1, akuio Close; > Close;_4
0, saxwo Close; < Close;_,

Target, = {
L{s 3MiHa Bu3Ha4a€e OIHAPHE PIIICHHS: BIAKPUTTS YU 3aKPUTTS «JIOBTO1» MO3HUIIII.
Kiacudikariiitai Mmoieni, Taki sk JIOTICTAYHA perpecis, panaoMaui jiic, SVM,
XGBoost, LSTM-kmacudikarop To1o, 100pe mpaIoTh y MboMy (hopmari.
Jnst MoaudikoBaHOrO IMIAXOAYy MOXHA BUKOPHCTOBYBATH TPHOXKIIACOBY

KJ1acuQikaiio, 10/1al04M HOPIT HEUYTIUBOCTI €:

1, akmor; > €
Target, =4 0,9Kwo r; < €
0, iHakKIIe

Close;

He ry = log(———— ) — norapuMivyHa JOXIiTHICTb.

Closes_
AJIbTEpHATUBHO, SIKIIIO 3aBJaHHSM € Nepe0auyeHHs BEIUYUHU 3MIHU 11HH,
BUKOPHUCTOBYETHCS perpeciiiHa MOCTaHOBKA. Y TaKOMy pasl I[iJIbOBa 3MiHHA — II€:
a0CoJIIOTHA 3MiHA:

Target; = Close; — Close;_4
a6o jorapudMiuHa JOXITHICTE:

Close;
Targett = log(m)
t_

Jlorapudmiyna JOX1IHICTh Ma€ KiIbKa IepeBar: BOHa CHMETPUYHA, IHTEPIPETOBaHA Y
BIJICOTKAaX JIJII MaJIUX 3HAYEHb 1 JIO3BOJISIE JIETKO arperyBaTH JOX1JHOCTI 3a KiJTbKa

nepioIiB:

10g( )+108( )—10g(

Pi_4 P_; P t—2
[ITo6 3amo6irtu BUTOKY iH(OpMaIlii, 1I1JIbOBa 3MiHHA TTOBUHHA OyTH CTBOpEHA JIMIIIE 3

MaiOyTHIX 3HAY€Hb I0JI0 MOMEHTY MPOTHO3Yy. T0OTO, SKIIO MOJEIh BUKOPUCTOBYE
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O3HAKH 3 MOMEHTY 4Yacy t, IUIb MOBUHHA 0a3yBaTucs Ha t+1 a0o mi3Hille, 10 O3HAYaE,
mo g kinacudikarii BukopuctoByeMo Close {t+1} mms ctBopenns Target t, a mus
perpecii Tako MPOTHO3YEThCA I {t+1} Ha OCHOBI iH(pOpMAIIii B X t.
VY 3agavax kiacuikarii MOXJIMBE BHHUKHEHHsI AUCOANaHCy KJaciB, SKIIO PHUHOK
MEPEBAXHO PYXAETHCS B OJHOMY HANpsIMKY (HampwKkiIaa, TpeHAoBe 3poctaHHs). Lle
MOJK€ CIPUYMHHUTH YIICPEHKCHHS MOJIeNi. Y TaKOMY pa3i 3aCTOCOBYIOTHCS:

e po30alaHCOBaHI METPUKH OIIHIOBaHHS (HampukIiai, precision, recall, F1),

e crpatudiKoBaHE CEMIUTIOBaHHS,

e nepebasiancyBaHHs BUOipku (undersampling/oversampling).

[Ipuksaa Ha piBHI KOIY:

# bOpMYBAHHA KIacHdiramidHoi mimi
df['Target'] = (df['Close'].shift(-1) > df['Close']) .astype (int)

# GOpMyBaHHA perpecinHoi mimi
df ['LogReturn'] = np.log(df['Close'] / df['Close'].shift(l))

[leit po3ain € OCTaHHIM €TaroM IIArOTOBKM HaBYaJIbHOTO Jaracety. Ha ioro ocHoBi
OyayTh o0OyIOBaHI Ta MPOTECTOBaHI MOEII MAalIMHHOIO HaBYaHHS, Taki sk LoOgistic

Regression, Random Forest, XGBoost i LSTM, cepen iHImX.
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PO3J1J1 3. EKCIEPUMEHTAJIBHA YACTUHA: 3BACTOCYBAHHA
AJITOPUTMIB MAHLIMHHOI'O HABYAHHA

3.1. lodynoBa 6a30BUX MojeIeii

JInsi moAanblioro MOPIBHSHHS CKIIAJHINIUX aJTOPUTMIB JIOULIBHO CTBOPUTH
0a30B1 MOJENl JJIg TOYaTKy EMIIPUYHOTO JOCHIKEHHS. Y 1bOMYy MiApO3ALI
peani3oBaHO Ta MPOAHANI30BaHO JBI OCHOBHI MOJI€JIl MAIIMHHOTO HAaBYaHHS.
Jlorictnyna perpecis aig kiacudikamii Ta Random Forest, sikuii BUKOPUCTOBYETHCS SIK
OUIBII TIOTY>KHUM aHCAMOJIEBUM METO/I.

JlorictuuHa perpecis — 11 MoJelb JIiHIMHOT Kiacudikaiii, sika mnepeadaydae
NMOBIPHICTB MOSIBY MEBHOTO KJIACy, HAMPHUKJIIA] 3pOcTaHHs IiHU. DyHKIIS KIMOBIPHOCTI

BUIIIAAA€ TAKUM YHMHOM.:

1
Py =1[x) = 1+e—(BotB1x1++Bnhn)’

ne [§; — BaroBi KOe(iIi€HTH, X; — O3HAKHU.
Peanizamis:
Monens Oyio peanizoBaHo Ha Python 3 BukopucrantsM 6idmiorexu SCikit-learn.

[TapameTpu moneni ninidopano yepe3 GridSearchCV 3 kpocBamniganiero.

sklearn.linear model import LogisticRegression
sklearn.metrics import accuracy score

model = LogisticRegression ()
model.fit (X train, y train)

preds = model.predict (X test)

acc = accuracy scorel(y_test, preds)

Pesynbraru:
MeTpuka 3HauyeHHs
Accuracy 0.54
Precision 0.56
Recall 0.53
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| Aucroc | 057 |
[IpumiTka: MeTpuku OnIM3bKI 10 BuUmaakoBoro BragyBaHHs (0.5), mo TUMOBO amst

¢dinaHcoBUX Kiacudikaiiii 6€3 CKIaTHUX 03HaK.
Cayuaiinnii gic (Random Forest Classifier)

Cytaicts mMetomy: Random Forest — 11e acamOneBuit MeTol, KMl CTBOPIOE
MHOXHHY JI€peB pIlIeHb 1 yCEpPeIHIOE MPOrHO3W, LI00 3MEHIIMTH TUCIEPCIIo Ta
YHUKHYTH niepeoOyueHHs. Bin mo0Ope mpaifioe 3 HeKOpeIbOBaHUMHU O3HAKaMH Ta MEHIII

YyTJIUBHUH J0 IIyMY.
n sklearn.ensemble import RandomForestClassifier
rf model = RandomForestClassifier(n_estimators=100, max depth=5, random state=42)

rf model.fit (X train, y train)
rf preds = rf model.predict(X test)

Pesynpraru:
MeTpuKa 3HayeHHA
Accuracy 0.59
Precision 0.61
Recall 0.57
AUC ROC 0.63

[HTepnpeTanis BaKJIMBOCTI O3HAK:

Random Forest 103Bos1s1€ OLIHUTH BHECOK KOKHOI O3HAKH Y TIPUUHSATTS PIIICHb:

- matplotlib.pyplot as plt
pandas as pd

feature importances = pd.Series(rf model.feature importances , index=X train.columns)

feature importances.sort values(ascending=False).head(10).plot (kind="barh')
plt.title ("BammeicTe osHak (Top 10)™)
plt.show ()

Lleli aHami3 [03BOJMB BHU3HAYUTH, IO HAWOUIbII BAXIMBUMH € JorapudmidyHa
JOX1THICTH 3a nomnepeHiit 1eub, RSI, EMA 10 Ta 1eHHa BOJIaTUILHICTD.
Bucnosku:
e JlorictuuHa perpecis qae pe3yibTaT, OJIM3bKHM JJO BUMIAIKOBOTO BraJyBaHHS, 10
BKa3y€ Ha CKJIQJIHICTh 3aBJaHHS Ta CIa0KUM JIHIHHUN 3B’ SI30K MK O3HAKaMH Ta

1JIEOBOIO.
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e Random Forest mokpamrye pe3ynpraté 3a BCiMa METPUKAMH, TiATBEPKYIOUH,
1110 HaBITH JUIs1 0a30BOT OLIHKHA aHCcaMOJIEBl METOIU € NOLUILHUMHU.
e Jlnsg monanplIoro MOPIBHSHHS 3 CKJIAIHIIIMMHU apXITEKTypaMH, TaKUMH SK
XGBoost, LSTM, 06uB1 Mojiesi MOXYTh OYTH BUKOPHUCTAHI SIK €TAJIOHHU.
3.2. IloOynoBa Moeieil rpajiEHTHOrO OYCTUHTY
OpHuM 13 HaWKpammx MIIXOAIB 10 CTPYKTYPOBAaHHX TaONIUYHUX [aHUX €
rpaJieHTHUN OCTUHT. 3aB/ISIKMA 31aTHOCTI MOJICIIIOBATH CKJIa/JHI HEMHINHI 3aJeKHOCTI
Ta aBTOMaTUYHO BUSBJISITH B3a€EMOJIi MI’K O3HAKAMH, BIH IEMOHCTPY€E BUCOKY TOUHICTb
y 3a/1auax Kjiacudikarii Ta perpecii.
VY oMy pO3aUTl pO3TIISIAAIOTHCS IBI OCHOBHI MOJIEIIi TPAIlIEHTHOTO OYCTUHTY:
e XGBoost (Extreme Gradient Boosting)
e LightGBM (Light Gradient Boosting Machine)
XGBoost — 1me BOockoOHaleHa pearizaiis TPagi€eHTHOro OyCTHUHTY 3
perymnsipu3zaiicro. Bona BUKOpUCTOBYe€ skaiiOHUI TIOIIYK JEPEB PIIICHb, IKUH BPaXOBYE
BTPATH Ta CKJIAJHICTh MOJICII, IO JO3BOJISIE MOETHATH TOYHICTD 1 y3araJbHeHHs [24].

Peamizamis:

t xgboost as xgb
from sklearn.metrics import accuracy score

xgb model = xgb.XGBClassifier(n estimators=100, max depth=4, learning rate=0.l1, random state=42)

%gb model.fit (X train, y train)
xgb preds = xgb model.predict (X test)

Pesynbraru:

MeTpuka 3HayeHHA
Accuracy 0.61
Precision 0.63
Recall 0.60
AUCROC 0.65

AHai3 BaXXJIMBOCTI O3HAK:
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xgb.plot importance (xgb model, max num features=10)

plt.title ("¥GBoost — BA®RIMBEICTE DEE&K"T
plt.show()

LightGBM — 1e mie 6inbIn onTuMizoBaHui (GpeMBOPK, SKHII BUKOPUCTOBYE OiHIHT
03HaK, JUCTKOBE PO3TaTy’)KCHHS Ta TiCTOrPaMHY ONTHMI3allifo, 10 J03BOJISE IIBUIKO
HABYaTH MOJIEJII HaBiTh HAa BEJIMKUX JAHUX 3 BEJIUKOIO KUIbKICTIO O3HaK [25].

Peamizams:
lightgbm 25 lgb
1gb model = 1lgb.LGBMClassifier(n estimators=100, max depth=4, learning rate=0.1, random state=42)

1gb model.fit (X train, y train)
1gb preds = lgb model.predict (X test)

Pesynpraru:
MeTtpuka 3HauyeHHs
Accuracy 0.62
Precision 0.64
Recall 0.61

AUC ROC 0.66
BaxnuBicTh 03HAK:

lgb.plot importance (1gb model, max num features=10)
plt.title ("LightGBM — BamIMBiCTE o=Har")
plt.show()

[TopiBHSIHHS 3 6a30BUMH MOJACIISIMU:

S AUC
Mogenb Accuracy Precision  Recall ROC
Logistic
: 0.54 0.56 0.53 0.57
Regression
Random 0.59 0.61 057  0.63
Forest
XGBoost 0.61 0.63 0.60 0.65
LightGBM 0.62 0.64 0.61 0.66

BMcHOBKU:
e OOuaBi MoAeIN OyCTHHTY 3HaYHO MEPEBEPITYIOTH 0A30B1 MIXOIH.
e LightGBM mnokazaB aeiio kpaiiy sKicTh 3a BCiMa mapaMeTpaMH Ta MIBUAKICTIO

HaB4YaHHA.
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e Jlorapudpmiuna moximHicth, RSl, EMA, neHHa BOJaTHIBHICTH Ta 00’€M TOPTIB
Oyl BaXJIMBUMHM O3HAaKaMH, SKi Y3TO/KYIOTbCS 3 KIACHYHUM TEXHIYHUM
aHaJi30M.

3.3. [loOynoBa HelipoMepeskeBUX Mo/leJIei

Knacuuni mMozeni MalmMmHHOTO HaBUaHHS, Takl SK JepeBa PIlIeHb 1 JIOTiCTUYHA
perpecisi, BUKOPUCTOBYIOTh CTATHYHI BEKTOPUM O3HAK 1 HE BPAXOBYIOTh YACOBY
3aJIeKHICTh MK criocTepexeHHssMU. O1HaK (D1HAHCOB1 YacOB1 PSIAM MICTSATh 3aJI€KHOCTI
MIK TOTOYHUMU Ta MUHYJIMMHA PUHKOBUMH CUTyalIIMU. PEKypeHTHI HEUPOHHI MEPExKI
(RNN), 3okpema ix ynockonanenuii Bapiant LSTM (Long Short-Term Memory),
3aCTOCOBYIOTHCS ISl MOJICTIOBAHHS TAaKUX 3aJIEKHOCTEH.

Apxitektypa LSTM. LSTM — 11e Tun pexkypeHTHOI Mepexi, sika Moke 30epiratu
iH(opMariito Mpo AOBrOCTPOKOBI 3aJEKHOCTI B MOCIIIOBHOCTSIX 3aB/SKH CIEIiaIbHIN
BHYTPIIIHIN CTPYKTYpi, SKa BKIIIOYA€ BX1JHI, 3a0yBajbHI Ta BUXIJHI «BEHTWI». Lle
0COOMBO  KOpUCHO st (DIHAHCOBUX  JAHWX, OCKUIBKM CHUTHAJIM  MAarOTh
HAKOMUYYBaJIbHUM ePeKT 1 3aTpuMKy [1].

[TpurotyBanus nanux 1t LSTM. Ko LSTM mpaittoe 3 mocimiioBHOCTSIMU, AaH1
MOJKHA MEePEeTBOPUTH Ha TpuBuMipHuit Ten3op (X, T,F), e X — KinbKIiCTh 3pa3kiB, T —

JOB)KMHA TOCTIIOBHOCTI (BIKHO) 1 F — KIJIBKICTH O3HAK.

create sequences(data, seq length):
Xr Y = [] ¥ []
i in range (seq length, len(data)):
X.append (data[i-seqg length:i])
y.append(target[i])
np.arrav(X), np.array(vy)

X seq, y seq = create sequences(feature matrix, seq length=20)

[To6ynosa moaeni LSTM. Moaens peanizoBano 3a qonomororo 0i0ioreku Keras:
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tensorflow.keras.models Sequential
tensorflow.keras.layers LSTM, Dense, Dropout

model = Seqguential ()

model.add (LSTM (units=50, return seguences= B input_shape=(X_Seq.shape[l], ¥ seg.shape[2])))
model . add (Dropout (0.2))

model.add (Dense (1, activation='sigmoid'}) # ona xmacubixamii

model.compile (optimizer="adam', loss='binary crossentropy', metrics=['accuracy'])

model.fit (X seq train, y seg trainm, epochszéa, batch size=32, validation split=0.2)

Pesynbraru:
MeTpuka 3HayeHHA
Accuracy 0.63
Precision 0.65
Recall 0.62
AUCROC 0.68

Mopens LSTM mnokasana nokpaiiennsi B nopiBHsHHI 3 XGBoost, oco6nmBo B
AUC ROC, 1110 cB1IUYUATH PO 3[ATHICTH KPallle BIIPI3HATH MO3UTUBHI 1 HETaTUBHI KJ1aCH
3a paxyHOK BpaxyBaHHs YaCOBHUX MaTEPHiB.
Oco0JMBOCTI Ta BUKJIUKU:
e [lepeBaru: MoJIENIIOE YACOBY CTPYKTYPY, BUSIBIISE CKJIAJIHI 3QJIC)KHOCTI B
JUHAMILI.
e Henouniku: BUMarae BeIMKOro o0CATY JaHUX, Uy TJIMBA 10 MaciITa0yBaHHS,
JTOBTO HABYAETHCSI, JIETKO MEPEHABYAETHCHL.
e Pusuk data leakage: BaxJIMBO YHUKAaTH TMEPEMIlllyBaHHS YaCOBHX
TIOCTIIOBHOCTEH Mix train/test.

[TopiBHSIHHS 3 IHITUMU MOJIEIISIMU

AUC

Mopaenb Accuracy ROC
Logistic Reg. 0.54 0.57
Eg:js‘zm 0.59 0.63
XGBoost 0.61 0.65
LightGBM 0.62 0.66
LSTM 0.63 0.68

3.4 IlopiBHsIHHA e(PeKTUBHOCTI MO/IeJIeil MAIIMHHOTO HABYAHHS
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[Ticns moOynoBM HM3KM MOJACIEHM — BiJ NPOCTHX JIHIMHUX O CKJIQJHHUX
HEHPOMEPEKEBUX — BUHHUKAE MOTpeOda 00’ €KTUBHO OLIHUTU IXHIO €(PEKTUBHICTD TS
3aBJIaHHs IIOJICHHOT'O MTPOTHO3YBAHHS HAIIPSIMKY 3MIHU IiHU. [[J1s1 IbOTO BUKOPHUCTAHO
CTaHAapTU30BaHUI HaOIp METpUK: accuracy, precision, recall, F1-score, ROC-AUC, a
TaKkoX Bizyaunizarii (MaTpuist momMmuiok, ROC-kpusi).

[TincymkoBa TaOaUIs METPUK:

. F1- AUC

Mogaenb Accuracy Precision  Recall P ROC
Loglgc, 0.54 0.56 053 054 057
Regression
PR 0.59 0.61 057 059  0.63
Forest
XGBoost 0.61 0.63 0.60 0.61 0.65
LightGBM 0.62 0.64 0.61 0.62 0.66
LSTM 0.63 0.65 0.62 0.63 0.68

BucHOBOK: ycl MoOJienl nepeBeplIIM JOTICTUYHY perpecito, aie LSTM ta
LightGBM mokazanu HaiiBUIIly y3arajJbHEHY SKICTh.
ROC-kpusi mozgeneit. ROC-kpuBi 1y BCiX Mojese HaBeACHO Ha OAHOMY Ipadiky.
BoHu 1eMOHCTPYIOTh 3[1aTHICTh MOJIEJI BIAPI3HATH MO3UTUBHI KJIACH BiJl HETAaTUBHUX

pu 3M1HI TTOPOTyY KiIacudikaiii.

f sklearn.metrics import roc_curve, auc
import matplotlib.pyplot as plt

plt.figure (figsize=(10,6))

for name, model, X, ¥y 1n model_list:
probs = model.predict_proba[x][:,1]
fpr, tpr, _ = roc curve(y, probs)
plt.plot (fpr, tpr, label=f'{name} (AUC = {auc(fpr, tpr):.2f})")
plt.plot([0,11, [0,1]1, linestyle='—-"')
plt.title('ROC-xpuEl MOoOsmen')
plt.xlabel ('False FPositive Rate')

plt.ylabel ('True Positive Rate')
plt.legend()

plt.grid(True)

plt.show()
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JInst KoKHOT Mo MO0y A0BAaHO MATPHITIO TMTOMUJIIOK, IO JI03BOJISIE 3PO3yMITH,

K MOJeN CXWibHI 10 false positives abo false negatives, 110 KpUTHYHO 1T TOPTOBHX

CTparterii (Hampukiaj, MpONyIIeHU CUTHAJI Ha 3pPOCTAHHS MOXE O3HA4YaTH BTPAuyCHY

PUOYTKOBICTH).

Jlis mepeBipkH CTaOUIBHOCTI MOZENI Ha HOBUX PHUHKOBUX yMOBax OyIio

IMPOBCACHO TCCTYBAHHMA: Ha pi3HI/IX JaCOBHUX Hepiozlax, Ha HECTAOIIbHUX PHUHKOBHUX

(azax (Harpukiaj, MiJBUIIEHA BOJATUIBHICTh), HA PI3HUX (DIHAHCOBUX 1HCTPYMEHTAX

(Y pa3i MyJIbTU-aKTUBHOTO JlaTaceTy). Pe3ynpTaTu mokasanu, o 1epeBono1i0H1 MOAEI

(Random Forest, XGBoost, LightGBM) kpaiiie y3arajibHIOIOTLCS Ha HECTAOLIBHUX

nepiogax, Tomi sk LSTM moke mepeHaBUaTHcs, SIKIO MOCIITOBHOCTI KOPOTKI abo

HeCcTaO1IbHI.
Mopgenb MNMepeBaru Heponikn
Logistic
Regression LLIBMAKIiCTb, iHTEpNpPETOBaHICTb JIiHIMHICTb, HU3bKa TOYHICTb

PO6aCTHiCTb, dBTOMaTU4YHE BUABNEHHA

Random Forest O3HakK

MoBinbHe HaBYaHHSA, HE NPALLIOE 3 YaCOBUMM
pAgamm

XGBoost BucoKa To4YHiCTb, peryaapusauia CknapgHa HacTpoliKa rinepnapameTpis
HalKpauwmii banaHc TOYHOCTI Ta

LightGBM LWBMAKOCTI YyTamBicTb A0 aHOMaNIN

LSTM Moge o€ YacoBi 3a/1eXKHOCTI BucoKa cknagHictb, notpeba B 06’eMHUX AaHNUX

BucHoBku, 3p00JieHI MiAPO3/11JIOM:

Mogeni LightGBM i LSTM BusiBriincst HaiOIbI 30a1aHCOBAHIMH.

Pexomennyethest BukopuctoByBatu LSTM a6o LightGBM 3 perynsipHoo

nepeouiHKoro MO,Z[GJ'Ii Ha HOBHUX OAaHHUX IJISI PCaJIbHOT'O BIIPOBAIKCHHAI.

Tinpku 3a yMOBHM BIAMIHHOI 1H)KEHEpii O3HAK 1 MOMEPEIHbOI OYUCTKU

MO>KHA BUKOPUCTOBYBATH aHCAMOJIEB1 Ta HEUPOMEPEKEB1 MIAXOAH.




30

BucHoBku

[Toka3Huku

VY 1mpoMy nociipkeHH1 OyJio po3po0sieHO €(EKTHBHY CTpaTerito HI0JACHHOI
TOPTiBJIl I[IHHUMHU MafnepaMyu IUIIXOM PETEIBHOTO0 aHali3y Ta MPAKTUIHOTO
BUIMPOOYBAHHS TPAAULIIMHUX 1 CyHYaCHUX METO/I1B MPOTHO3YBAaHHS (DIHAHCOBUX YaCOBHUX
PSIB.

Pesynbratu gociipkeHHs BKIIIOYAOTh HACTYITHE:

TeopetnuHo, st 3agad  (PIHAHCOBOrO  MPOTHO3YBAHHS ~ BUKOPHUCTAHHS
MaIIMHHOTO HAaBYaHHS € JIOUUIbHUM. byJo po3riasHyTo KJaCH4YHI CTAaTUCTUYHI MO,
Taki sk ARIMA Ta ekcrioHeHuiHe 3TJ1a/KyBaHH; IHANKATOPH TEXHIYHOTO aHaTi3y,
taki sk SMA, EMA 1 RSI; 1 anroputMu MaliMHHOTO HaBYaHHS, Takl SK JIOTICTUYHA
perpecis, pimmerHs aepeso, LightGBM 1 LSTM.

MopentoBaHHS €KCIIEPUMEHTY BKJTIOUANIO:

BUKOPUCTOBYETHCS MIATOTOBKA JTAHKX 1 MOOY/10BA O3HAK HA OCHOBI I[IH MUHYJIUX
POKIB;

nmoOyioBaHO MoJenl Kiacudikaili, ski nepeadadaroTh, SK 3MIHUTHCS IiHA Ha

HaCTyrIHI/Iﬁ ACHb — 3pOCTC Y1 3MCHIINUTBLCA.
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Mogens LightGBM Mana HaiiBuiy TOYHICTH MoHan 64% y 3amadi 6iHaApHOI
kiacudikarii, mepeBepIIyrOUHd 1HIII TECTOBAHI aITOPUTMH.

[Ticnsa TectyBaHHs OyJi0 IPOBENCHO JJIsl TIEPEBIPKU 3aIPOIIOHOBAHOI TOPTrOBOT
CTparterii, sika 0azyBajiacs Ha iepe10ayeHrX CUTHalax Mojielii. Pe3ynbTaT MoKaszyloTh,
0 CTpaTeris Moke OyTH MpUOYTKOBOIO, SIKIIO BOHA BUKOHYE BIIIMOBITHI BUMOTH JI0O
YIPABIIHHS PU3UKOM.

JUIst OLIIHKY 3arajilbHO1 TOYHOCTI Ta 3/IaTHOCTI MOJEJIEeN nependadyaTv CUrHaiIu
KYIIBJI Ta OPOJaxy OyJ0 MPOBEIECHO MOPIBHIBHUI aHall3 MOJENel 3a MEeTpUKaMu

(TOYHICTB, TOYHICTD, TOBTOPEHHS Ta F1-o1iHKn).
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